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1. INTRODUCTION(MARCH 28, 2007)

1.1. History of Schubert Calculus.
(1) Enumerative geometry

• Hermann Grassmann (1809-1877)
• Hermann C̈asar Hannibal Schubert (1848-1911)
• Francesco Severi (1879-1961)
• Mario Pieri
• Giovanni Zeno Giambelli (1879-1935)

(2) Topology of homogeneous spaces
• Charles Ehresmann (1905-1979)
• Claude Chevalley (1907-1984)

(3) Representation theory (in 1950’s)
• A. Borel
• R. Bott
• B. Kostant

(4) Explicit computation
• I. Berenstein
• I. Gelfand
• S. Gelfand
• M. Demazure

(5) More concrete(combinatorial) theory
• A. Lascoux
• M.P. Scḧutzenberger

1.2. Enumerative Geometry.
(1) Some of typical questions in enumerative geometry

• Given two planesP1, P2 ⊆ R3 through the origin, what isdim(P1 ∩ P2)? or equivalently,
given two lines in projective spaceP2, how many points are in the intersection?
• How many lines meet four given lines inR3?

(2) An example of Schubert variety
• A family of lines meeting a point and contained in a2-dimensional space.

(3) Schubert problem
• Count the number of points in the intersection of Schubert varieties such that the intersection

is 0-dimensional.
(4) Many flavors

• Grassmannian manifold(variety)
• Flag manifold
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• Affine Grassmannian manifold
• Partial flag varieties
• GKM ...

(5) Common Theme
• Schubert varieties form a nice basis ofH∗(X, Z).

2. FLAG VARIETY

Let G be the general linear groupGLn(C), andB be the set of upper triangular matrices inG. Then
for g ∈ G, the cosetgB is determined by the subspaces〈c1, . . . , ci〉, i = 1, . . . , n, whereci is theith
column vector ofg.

Definition 2.1. A flag is a nested sequence of vector subspacesF• = (F1 ⊂ F2 ⊂ · · · ⊂ Fk) of Cn. A
flag iscompleteif dim Fi = i andk = n.

With the above definition we have a bijection betweenG/B and the set of complete flags inCn.
Observe that we inherently chose a basis{e1, . . . , en} for Cn so thatci =

∑i
k=1 gki ek. Equivalently,

we chose a base (complete) flag

〈e1〉 ⊂ 〈e1, e2〉 ⊂ · · · ⊂ 〈e1, . . . , en〉 .
How can we canonically representgB? Right multiplication byB adds some multiple of theith

column ofg to jth column fori ≤ j. Therefore we can always findb ∈ B so thatgb is in its column
echelon form; the lowest non-zero entry in each column is a 1 and the entries to the right of each leading
one are all zeros. The leading1’s in each column form a permutation matrix. For example,

3 1 0 0
2 0 2 1
1 0 0 0
0 0 1 0

 is the canonical form of the matrixg =


9 5 9 7
6 2 4 0
3 1 0 0
0 0 2 2

.

This permutation determines theposition ofg with respect to the base flag, denotedpos(g) = w.
We will write w = [w1, w2, · · · , wn] to meanw is the bijection mappingi to wi. This is theone-line

notationfor w ∈ Sn. In the above example,w = [2 4 1 3] is the position ofg with respect to the base
flag. In general, we read the column numbers of leading1’s in the column echelon form ofg from top
to bottom to get the one-line notation forw whenw determines the position ofg with respect to the base
flag.

WARNING: there are at least 8 different names used for this permutation matrix in the literature on
Schubert varieties! We have chosen this way of naming our permutation matrices to agree with the
diagram of the permutationwhich is defined below.

Definition 2.2. Forw ∈ Sn, the associatedSchubert cellis defined as

Cw = {g ∈ G |pos(g) = w} .

Example 2.3. The Schubert cell corresponding tow = [2 4 1 3] is C2413 =



∗ 1 0 0
∗ 0 ∗ 1
1 0 0 0
0 0 1 0


.

We now can see that invertible matrices in column echelon form determine a set of representatives of
G/B. Therefore,G/B can be written as a disjoint union

⋃
w∈Sn

Cw.

Definition 2.4. Forw ∈ Sn, diagram ofw is defined as follows:

D(w) = {(i, wj) ∈ [n]2 | i < j and wi > wj} .

Here,[n] = {1, 2, · · · , n}.
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An inversionin w is a pair1 ≤ i < j ≤ n such thatwi > wj . Thelength of w, denoted̀ (w), is the
number of inversions forw. The pairs inD(w) are in bijection with the inversions forw. Therefore, we
can observe that forw ∈ Sn,

dimC Cw = `(w) = number of inversions ofw = |D(w)| .

Let T be the set of diagonal matrices inG. The invertible diagonal matrices form an abelian group
that is isomorphic to(C∗)n.

How doesT act onCw under the left multiplication? A diagonal matrix acts on a matrixg by scaling
the rows ofg. Therefore, the column echelon form ofg is unchanged, henceT · Cw = Cw. Moreover,
the fixed points of theT -action onG/B are exactly the permutation matrices; oneT -fixed point in each
Cw.

How does the leftB-action work onCw? It is easy to see thatBCw ⊂ Cw, and since the identity
matrix is inB, we haveBCw = Cw, which is same asBw.

Exercise 2.5.Prove that there are enough free variables to get any matrix inCw by Bw.

Theorem 2.6. (Bruhat decomposition)

G =
.⋃

w∈Sn

BwB

and hence we have

G/B =
.⋃

w∈Sn

Bw =
.⋃

w∈Sn

Cw .

Remark2.7. The Schubert cellCw can be viewed in three ways:

(1) The set of cosetsB · wB/B.
(2) The orbit of the permutation matrixB · w.
(3) The set of complete flags in positionw with respect to the base flag.

All three points of view are useful.

If we understand elements inCw as complete flags, what is the condition for a flag to be an element
of Cw in terms of equations?

Definition 2.8. Forw ∈ Sn, let rk↖w[i,j] be the rank of the submatrix ofw with top left corner at(1, 1)
and lower right corner at(i, j).

Note thatw can be completely recovered from the matrixrk↖w.
Then we have another description for Schubert cell:

Cw = { complete flagF• | 〈e1, . . . , ei〉 ∩ Fj = rk↖w[i,j]} .

Example 2.9. Forw = [2 4 1 3], the condition for a complete flagF• to be inCw is

[dim(〈e1, . . . , ei〉 ∩ Fj)]i,j =


0 1 1 1
0 1 1 2
1 2 2 3
1 2 3 4

 .

Definition 2.10. (coordinate free description of Schubert cells)For a fixed base flagB• = (B1 ⊂
B2 ⊂ · · · ⊂ Bn), andw ∈ Sn, the corresponding Schubert cell is defined by

Cw(B•) = { complete flagsF• | dim(Bi ∩ Fj) = rk↖w[i,j]} .
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Summary
G = GLn(C), invertible matrices.
B = upper triangular matrices.
T = diagonal matrices, maximal torus.
W = Sn.

3. SCHUBERT VARIETIES AND BRUHAT ORDER (MARCH 30, 2007)

Definition 3.1. TheZariski topologyonAn = Cn (or Pn) has closed sets given by the vanishing sets of
some collection of polynomials (homogeneous polynomials, respectively).

Note thatn × n complex matrices form an affine space of dimensionn2. Our goal is to describe the
closure of a Schubert cell inG/B by equations.

Example 3.2. For w = [2 4 1 3], an element inCw = Bw/B has the following form:


∗ 1 0 0
∗ 0 ∗ 1
1 0 0 0
0 0 1 0

.

Therefore, ifM = (mij) ∈ BwB, then the following equations onmij ’s must be satisfied:

m41 = m42 = 0, det
[
m21 m22

m31 m32

]
= 0, det

m21 m22 m23

m31 m32 m33

m41 m42 m43

 = 0 .

Definition 3.3. For anyn× n matrix M , let rk↙M[i,j] be the rank of the smallest lower left submatrix
of M containingMij . Then the rank ofM is the size of largest non-vanishing minors ofM .

Exercise 3.4.Let M be anyk × l matrix and letr(p, q) = rk↙M[p,q]. Show that there exists ak × l
matrixU with all 0, 1-entries and at most one1 n each row and column such thatr(p, q) = rk↙U[p,q] for
all p, q.

Lemma 3.5. For w ∈ Sn, M ∈ BwB if and only ifrk↙M[p,q] = rk↙w[p,q] for all p, q.
Equivalently,N = b1Mb2 for someb1, b2 ∈ B if and only ifrk↙M = rk↙N .

Proof. Left (or right) multiplication byB adds some multiple of row (column)j to row (column)i for
i < j. �

Notation Let rw(p, q) = rk↙w[p,q].

Definition 3.6. Matrix Schubert varietyis defined as follows:

X̃(w) ={M ∈Matn×n(C) | rk↙M[p,q] ≤ rk↙w[p,q] for all p, q}

=

M ∈Matn×n(C) | all rw(p, q) + 1 minors vanish on

mp1 · · · mpq
... · · ·

...
mn1 · · · mnq

 for all p, q

 .

We letIw be the ideal generated by allrw(p, q) + 1 minors of

xp1 · · · xpq
... · · ·

...
xn1 · · · xnq

 for all p, q.

Remark3.7. G ⊆Mn×n is open in Zariski topology. HencẽX(w)∩G is defined by the same equations.

Since vanishing/non-vanishing minors are unchanged by right multiplication byB, Iw also defines
Cw in G/B, and we have the following definition:
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Definition 3.8. Forw ∈ Sn, the associatedSchubert varietyXw is defined as the closure ofCw in Zariski
topology:

Xw = Cw .

Note thatXw is a projective variety.
Now, our question is the following: Which Schubert cells are inXw?

Remark3.9. For w ∈ Sn andi < j, if w(i) > w(j) thenrw′(p, q) = rw(p, q) − 1 for i < p ≤ j and
w(j) ≤ q < w(i), wherew′ = wtij .

Proposition 3.10.(Ehressmann Tableaux Criterion 1934) Letv = [v1, v2, . . . , vn] andw = [w1, w2, . . . , wn]
be two permutations inSn.

(1) Cv ⊆ Xw ⇔ Xv ⊆ Xw ⇔ {vi, . . . , vn}< ≥ {wi, . . . , wn}< for all i.
(2) w coverv in containing order of Schubert variety if and only ifwtij = v andl(w) = l(v) + 1.

Example 3.11.X531624 ⊆ X651342, butX3214 6⊆ X4132 since{4, 1}< 6≤ {3, 2}<.

Proof. (of Proposition3.10)
(1)

Cv ⊆ Xw ⇔rv(p, q) ≤ rw(p, q) for all p, q

⇔|{vp, . . . , vn} ∩ {1, . . . , q}| ≤ |{wp, . . . , wn} ∩ {1, . . . , q}| for all p, q

⇔{vp, . . . , vn}< ≥ {wp, . . . , wn}< for all p.

(2) (⇐) Comparerv andrw. Sincel(w) = l(v) + 1, no other1 is in boundary box fortij . Therefore,
there is noz ∈ Sn such thatrv < rz < rw.

(⇒) Suppose thatXv ⊂ Xw andw coversv in containing order, so noz exists such thatXv ⊂ Xz ⊂
Xw. Let j be the largest such thatvj 6= wj , thenwj < vj . Let i be the largest index such thati < j and
vj > vi ≥ wj .

claim: Xv ⊂ Xvtij ⊆ Xw, and hencevtij = w andl(w) = l(v) + 1.
proof of claim: We need to show thatXvtij ⊆ Xw that isrvtij ≤ rw everywhere. LetA be the

boxes consisting of rows fromith tojth and columns fromwj th tovj th. LetB be the boxes consisting of
rows from(i + 1)st to thejth and columns fromvith to9vj − 1)st. Sincerv(p, q) ≤ rw(p, q) for all p, q
andrv(p, q) = rvtij(p, q) outside ofB, rvtij (p, q) ≤ rw(p, q) outside ofB. Sincevn = wn, . . . vj+1 =
wj+1 andvj > wj , we havervtij(j, q) = rv(j, q) + 1 = rw(j, q) for all wj ≤ q < vj . Furthermore,
rvtij (p, wj − 1) = rv(p, wj − 1) ≤ rw(p, wj − 1) for i ≤ p ≤ j.

By the choice ofi, there are no other1’s in matrix for v in A, so all jumps in rank inB happen
because of1’s to the SW ofB, so accounted for along left edge ofB or lower edge ofB. Therefore,
rvtij (p, q) ≤ rw(p, q) for all p, q. �

Corollary 3.12. Xv ⊆ Xw if and only if there exists a sequence of transpositionsta1b1 , . . . , takbk
such

thatw = vta1b1 · · · takbk
andl(vta1b1 · · · tajbj

) = l(v) + j for all 1 ≤ j ≤ k.

Exercise 3.13.(Chevalley’s criterion) Let si = tii+1 and writew = sa1 · · · sap with p = l(w). Then
Xv ⊆ Xw if and only if there exists1 ≤ i1 < i2 < · · · < ik ≤ p such thatv = sai1

· · · saik
.

Definition 3.14. v ≤ w in Bruhat-Chevalley orderif Xv ≤ Xw.

Remark3.15. (1) v ≤ w ⇔ {v1, . . . , vi}< ≤ {w1, . . . , wi}< for all i.
(2) (Björner-Brenti) We only need to check the condition in (1) fori’s such thatvsi < v or only

need to checki’s such thatwsi > w.
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(3)

X(w) ={gB ∈ G/B | rg ≤ rw}
={F• : complete flag| dim(〈e1, . . . , ei〉 ∩ Fj) ≥ rk↖wij}

4. FULTON’ S ESSENTIAL SET (APRIL 4, 2007)

Let Cw andXw be the Schubert cell and Schubert variety, respectively, that are associated to the
permutationw ∈ Sn.

Definition 4.1. Let D′(w) = {(i, j) ∈ [n]2 such thatw(i) > j andw−1(j) < i}. This (alternate)
diagram is obtained from the entries of the permutation matrix associated tow by canceling entries that
lie to the North and East of a 1 entry.

Theessential setof w, denotedEss′(w) consists of the Northeast corners of connected components
in D′(w). More precisely,Ess′(w) = {(i, j) ∈ D′(w) such that(i−1, j), (i, j +1) and(i−1, j +1) /∈
D′(w).

Example 4.2. We have thatD′(2413) consists of the entries which are circles in the matrix:
. 1 . .
. • . 1
1 . . .
◦ • 1 .


andEss′(2413) consists of the• entries.

Observe that the cardinality ofD′(w) is the codimension ofXw, which is
(
n
2

)
− l(w).

We previously found that

M ∈ Xw ⇐⇒ rk↙(M) ≤ rk↙(w) ⇐⇒ rk↖(M) ≥ rk↖(w)

⇐⇒ all rk↙w[i,j] + 1 minors inX[i,j] vanish onM

whereX[i,j] is

xi1 . . . xij

. . . . . .
xn1 . . . xnj

.

Let Iw be the ideal generated by allrk↙w[i,j] + 1 minors inX[i,j]. Here are some observations.

(1) Ess′(w) is all on one row if and only ifw has at most one ascent. Here, we mean that the entries
in the 1-line notation forw = (w1, w2, . . . , wn) satisfyw1 > w2 > . . . wk, wk+1 > wk+2 >
· · · > wn.

(2) All of the entries inEss′(w) correspond to 0 entries in the canonical matrix form forCw.
(3) For (i, j) ∈ D′(w), we haverk↙w[i,j] = #1 entries Southwest of[i, j]. This quantity is also

the number of lines crossed as we look South from[i, j]. Equivalently, it is the number of lines
crossed as we look West from[i, j].

(4) rk↙w is constant on connected components ofD′(w).

Proposition 4.3. (Fulton) Let I be the ideal generated by therk↙w[i,j] + 1 minors ofX[i,j] for all
(i, j) ∈ Ess′(w). Then, for anyw ∈ Sn, the idealIw = I.

Proof. It suffices to show that all of the defining minors ofIw are inI.
Case 1.Suppose(p, q) ∈ D′(w). Then,(p, q) is in the same connected component as some(i, j) ∈

Ess′(w) with i ≤ p andj ≥ q. We haverk↙w[p,q] = rk↙w[i,j] by (4) and allrk↙w[p,q] + 1 minors of
X[p,q] are also minors inX[i,j].
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Case 2. Suppose(p, q) lies on a vertical edge of the matrix describing the diagram ofw. More
precisely, suppose(p, q) /∈ D′(w) with w−1(q) ≥ p andw(p) ≥ q. Then, we find the largestk such that
w−1(q − i) > p for all 0 ≤ i < k. If k = q thenrk↙w[p,q] = q so there are nork↙w[p,q] + 1 minors in
X[p,q]. Otherwise,k < q and(p, q − k) ∈ D′(w). We know the defining minors for(p, q − k) are inI
by Case 1, and we will show the defining minors for(p, q) are in the ideal generated by these.

Note that ther-minors of a matrixM generate an ideal that contains all(r + 1)-minors ofM ′, where
M ′ is obtained fromM by adding a column. Ifr = rk↙w[p,q−k] thenrk↙w[p,q−i] = r + (k − i) for
0 ≤ i ≤ k. Hence, allrk↙w[p,q] + 1 minors ofX[p,q] are inI by Case 1.

Case 3. Suppose(p, q) lies on a horizontal edge of the matrix describing the diagram ofw. More
precisely, suppose(p, q) /∈ D′(w) with w−1(q) < p andw(p) < q. This case is very similar to Case 2,
and can be completed by looking down instead of left.

Case 4. Suppose(p, q) lies on an intersection of edges in the matrix describing the diagram ofw.
More precisely, suppose(p, q) /∈ D′(w) with w−1(q) > p andw(p) < q. If w−1(q − 1) ≤ p then by
Case 2, we have that therk↙w[p,q−1] + 1 minors are inI. By the note in Case 2, this implies that all
rk↙w[p,q] + 1 minors ofX[p,q] are inI.

If w−1(q − 1) > p then by induction we may assume these minors are inI. We may use the note in
Case 2 to see that all(p, q) minors are inI.

These cases exhaust all of the possibilities, so we have completed the proof. �

The following proposition shows that no proper subset of the essential set will work to defineIw.

Proposition 4.4. (Fulton) Letw ∈ Sn and(p0, q0) ∈ Ess′(w). Then there exists ann×n matrixM such
that rk↙M[p,q] ≤ rk↙w[p,q] for all (p, q) ∈ Ess′(w) \ {(p0, q0)}, andrk↙M[p0,q0] = rk↙w[p0,q0] + 1.

Proof. DefineM = (mij) by

mij =


wij if i ≥ p0, j ≤ q0 but (i, j) 6= (p0, q0)
1 if (i, j) = (p0, q0)
0 otherwise.

Then,rk↙M[p,q] is the number of 1 entries lying Southwest of(p, q), soM has the desired properties.
�

Warning4.5. The set of determinantal equations corresponding tork↙w[p,q] + 1 minors for(p, q) ∈
Ess′(w) is not necessarily minimal. A Gröbner basis is given by Knutson-Miller.

Open Question 4.6.What is the analogue of the essential set forG/B in other types?

Example 4.7. Forw = 2413 we haveD′(w) given by
. 1 . .
. • . 1
1 . . .
◦ • 1 .


so the essential set tells us us thatIw is generated by the1× 1 and2× 2 minors of

X[4,2] = x4,1 x4,2 X[2,2] =
x2,1 x2,2

x3,1 x3,2

x4,1 x4,2

.

So

Iw = 〈x41, x42, det

[
x21 x22

x31 x32

]
, det

[
x21 x22

x41 x42

]
, det

[
x31 x32

x41 x42

]
〉
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which can be reduced to

Iw = 〈x41, x42, det

[
x21 x22

x31 x32

]
〉

Example 4.8. Forw = 3412 we haveD′(w) = Ess′(w) given by
. . 1 .
. . • 1
1 . . .
• 1 . .


so

Iw = 〈x41, det

x21 x22 x23

x31 x32 x33

x41 x42 x43

〉
Example 4.9. Forw = 4321 we haveD′(w) given by

. . . 1

. . 1 .

. 1 . .
1 . . .


soEss′(w) is the empty set. In this case,Xw = G/B.

Definition 4.10. Let w0 be the permutation(n, n − 1, n − 2, . . . , 2, 1). ThenX̃(w0) = Mn×n and
Xw0 = G/B = ∪v≤w0Cv.

Definition 4.11. Thecoordinate ringof Xw is C[x11, . . . , xnn]/Iw, consisting of polynomial functions
onXw.

The standard monomials form a basis for the coordinate ring. This set was originally described by
Lakshmibai-Musili-Seshadri. See also the paper by Reiner-Shimozono in our class library.

We claim thatG/B is a smooth manifold. This means that every point has an affine neighborhood of
dimension

(
n
2

)
and at every point, the dimension of the tangent space is

(
n
2

)
. Note thatCw0 consists of

matrices of the form


∗ ∗ ∗ 1
∗ ∗ 1 0
∗ 1 0 0
1 0 0 0

. In particular, the permutation matrixw0 =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 ∈ Cw0 ,

andCw0 is its affine neighborhood of dimension
(
n
2

)
.

SinceG/B has a transitiveGLn action by left multiplication, every point looks locally like any other
point. Therefore, every point inG/B has an affine neighborhood of dimension

(
n
2

)
, and the tangent

space to every point has the same dimension, henceG/B is smooth. This proves the claim.
Are all Schubert varieties smooth? No, and asn tends to∞, we find that almost all Schubert varieties

are singular. We outline a way to test for smoothness based on the defining equations forXw.
The local properties of points in a Schubert varietyXw are determined by the permutation matrices for

v ≤ w sinceXw is the union of theB-orbits of these permutation matrices:Xw = ∪v≤wCv = ∪v≤wBv.
Smoothness is a local property soXw is smooth at every point inCv for v ≤ w if and only if Xw is
smooth atv.

Theorem 4.12. (Jacobian criterion) Let Y be an affine variety inAn defined byI(Y ) = {f1, . . . , fr}
where thefi are polynomials in variablesx1, . . . , xn. Then, we define the Jacobian matrixJ(x1, . . . , xn) =
( ∂fi

∂xj
). If p = (p1, . . . , pn) ∈ An then the following hold:

(1) We always haverk J(p1, . . . , pn) ≤ codimAn Y = n− dim Y .
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(2) The pointp is a smooth point ofY if and only ifrk J(p1, . . . , pn) = codimAn Y = n− dim Y .

Note that{p ∈ Y : rk J < k} is a closed set in the Zariski topology, being defined by the vanishing
of minors. The intersection of two closed sets is again a closed set. We said above that ifXw is singular
at v ≤ w, thenXw is singular at all points inCv. Therefore,Xw is singular onCv = Xv. Equivalently,
Xw is singular atu for all u ≤ v. Hence, we have the following corollary.

Corollary 4.13. The Schubert varietyXw is smooth everywhere if and only ifXw is smooth atv = id.

5. SMOOTH SCHUBERT VARIETIES(APRIL 6,2007)

Recall thatXw is smooth everywhere if and only ifXw is smooth at the identity matrix by Corol-
lary 4.13. Our goal is to test smoothness with the Jacobian criterion, which requires us to identify an
affine neighborhood of the identity.

ConsiderG/B = Xw0 = Cw0 ∪ ∪v<w0Cv. The Schubert cellCw0 is an affine neighborhood ofw0.
For example whenn = 4

(5.1)


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 ∈

∗ ∗ ∗ 1
∗ ∗ 1 0
∗ 1 0 0
1 0 0 0

 = Cw0 .

We can move this neighborhood around to contain the identity by left multiplication by the matrixw0

(5.2) w0Cw0 = w0Bw0 =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0



∗ ∗ ∗ 1
∗ ∗ 1 0
∗ 1 0 0
1 0 0 0

 =


1 0 0 0

x21 1 0 0
x31 x32 1 0
x41 x42 x43 1

 .

In the matrix on the right, we have filled in the stars with affine coordinates.

Definition 5.1. SetY (w, id) ≡ Xw ∩ w0Cw0 andY (w, v) ≡ Xw ∩ vw0Cw0 .

Note,Y (w, v) is an affine neighborhood containingv in Xw if v ≤ w.

Example 5.2. Is X(2413) smooth?

In Example4.7, we determined thatXw is defined byI2413 =< x41, x42, x21x32 − x31x22 >.
Therefore,Y (2413, id) is determined by the same equations evaluated on the last matrix in (4.7): <
x41, x42, x21x32 − x31 > wherex22 was set equal to 1.

To use the Jacobian criterion, calculate

(5.3) J =

 0 0 0 1 0
0 0 0 0 1

x32 −1 x21 0 0


where the columns are indexed by the ordered list of variablesx21, x31, x32, x41, x42. The matrixJ(I) is
obtained by setting all the variablesxij equal to 0. Therefore, the rank ofJ(I) is3, while the codimension
of X(2413) is

(
4
2

)
− 3 = 3. Hence,X(2413) is smooth.

Example 5.3. Is X(3412) smooth?

The affine varietyY3412,id is defined byI3412 restricted to the matrix in (5.2) again. This ideal is
generated by< f1, f2 >, where
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f1 = x41

f2 =

∣∣∣∣∣∣
x21 1 0
x31 x32 1
0 x42 x43

∣∣∣∣∣∣ = x21(x32x43 − x42)− x31x43.

(5.4) J =
(

0 0 0 1 0 0
x32x43 − x42 −x43 0 0 x21 x21x32 − x31

)
where the variables are in orderx21, x22, x31, x41, x42, x43. Setting the variables equal to 0 we see that
the rank ofJ(I) is 1, whereas the codimension ofX(3412) is

(
4
2

)
− 4 = 2, soX(3412) is NOT smooth.

What isSing(X(3412)) =
⋃

v singular in Xw

X(v), the singular locus ofXw?

Definition 5.4. maxsing(w) = {v ∈ Sn : v ≤ w andv is a maximally singular point inXw}.

Claim 5.5. Sing(X(3412)) = X(1324) or equivalentlymaxsing(w) = {1324}.

Proof. We need to verify the following statements:

(1) v = 1324 is a singular point ofX(3412).
(2) No tij exists such thatv < vtij ≤ w with l(vtij) = l(v) + 1 andvtij is singular.
(3) All tij such thatl(vtij) = 1, different fromtij = 1324, are smooth.

To verify (1), letv = 1324. We have

(5.5) Y (3412, 1324) =


1 0 0 0

x21 x22 1 0
x31 1 0 0
x41 x42 x43 1

 ∩Xw

The ideal definingY (3412, 1324) is generated byf1, f2 again but now we evaluate these polynomials on
the matrix in (5.5). So

f1 =x41

f2 =

∣∣∣∣∣∣
x21 x22 1
x31 1 0
x41 x42 x43

∣∣∣∣∣∣ = −x31(x22x43 − x42) + x21x43.

(5.6) J =
(

0 0 0 1 0 0
x43 −x31x43 −x22x32 + x42 0 x31 −x31x22 + x21

)
where the variables are again in lexicographic order. Setting the variables equal to 0 we see that the rank
of J(1324) is 1 < 2 = codim(X3412), so1324 is a singular point ofX(3412). �

Exercise 5.6.Complete the above proof by verifying that all permutations with length 2 above1324 and
below3412 in Bruhat order are smooth points ofXw, and that2134 and1243 are also smooth.

This sort of calculation “works”, but it does not give us a good feeling for how the singularities of one
Schubert variety relates to the singularities of another. Therefore, we need to study singular Schubert
varieties and their tangent spaces as a family. This is the discrete analog of studying a moduli space of
curves in order to see their properties in context.

Definition 5.7. For any subgroupH of Gln(F), theLie algebraof H, Lie(H), is the space of tangent
vectors to the identity matrix.



LECTURES ON SCHUBERT VARIETIES 11

In many ways, the Lie algebra of a group is easier to work with becauseLie(H) is a vector space. The
representation theory of the Lie algebra and its Lie group are closely related. Furthermore, the connected
component ofH containing the identity matrix can be recovered fromLie(H).

Observe thatGln/B ≈ Sln/(B ∩ Sln). Therefore, to understand the tangent spaces toG/B we want
to understandLie(Sln(C)). We will discuss Lie algebras in general first and then restrict our attention
to this special case by the end of the lecture.

Consider a differentiable pathφ(t) = (φ1(t), φ2(t), . . . , φk(t)) ∈ Rk with velocity vector

v =
(

∂φ1(x)
∂t

,
∂φ2(x)

∂t
, . . . ,

∂φk(x)
∂t

)
,

thenv is tangent toφ atx ∈ Rk.

Definition 5.8. Given any subsetS ⊆ Rk, v is tangentto S atx ∈ S if there exists a differentiable path
φ(t) lying in S such thatφ(0) = x andφ′(0) = v.

Recall thegradientof a functionf(x) = f(x1, · · · , xk) is

(5.7) ∇f(x) =

 ∂f
∂x1

. . .
∂f
∂xk


Lemma 5.9. If S = V (f1, . . . , fr) ⊆ Rk is a closed set in the Zariski topology, andf vanishes onS,
then the tangent vectors toS at x ∈ S are orthogonal to the gradient off evaluated atx.

Proof. Let φ(t) be a differentiable path inS such thatφ(0) = x andφ′(0) = v. Thenf(y) = 0 for all
y ∈ S ⇒ d

dtf(φ(t)) = 0 for all t ∈ R. This implies d
dtf(φ(t)) = ∂f

∂x1
(x)∂φ1

∂t (0)+ . . .+ ∂f
∂xk

(x)∂φk
∂t (0) =

(∇f(x).v) = 0. �

Remark5.10. Two pathsφ(t), ξ(t) have the same tangent atx = 0 if and only if the first two terms
of their Taylor expansions agree. That is,φ(t) = a + bt + . . . andξ(t) = a + bt + . . .. Therefore,
we only need to consider paths with coefficients inE = {a + bε : a, b ∈ R}, with ε2 = 0. Note
thatE is a ring with multiplication and addition defined by(a + bε)(c + dε) = ac + (ad + bc)ε, and
(a + bε) + (c + dε) = (a + b) + (c + d)ε.

Using this map on Taylor series, the set of all pathsφ(t) with φ(0) = x andφ′(0) = v map to vector
x + vε = (x1 + v1ε, . . . , xk + vkε), with xi, vi ∈ R.

Definition 5.11. Definev to be aninfinitesimal tangentof S = V (f1, . . . , fr) atx if f(x + vε) = 0 as a
polynomial overE for all f vanishing onS.

Lemma 5.12. Every tangent toS = V (f1, . . . , fr) at x ∈ S is an infinitesimal tangent.

Proof. Given a polynomialf(x) = f(x1, . . . , xk) overE, then by multivariate Taylor expansion

(5.8) f(x + vε) = f(x) + (v1ε
∂f

∂x1
(x) + . . . + vkε

∂f

∂xk
(x)) + (v1ε

∂

∂x1
+ . . . + vkε

∂

∂xk
)2f(x) + . . .

All the degree 2 and higher terms in this expansion vanish overE, hence

f(x + vε) = f(x) + (∇f(x).v)ε.

If f vanishes onS, thenf(x + vε) = 0 if and only if∇f(x).v = 0. Apply Lemma5.9 to concludev is
an infinitesimal tangent. �

WhenS is sufficiently smooth then the converse to Lemma5.12 holds, namely every infinitesimal
tangent is a tangent vector. We will state this precisely for linear algebraic groups and prove it forSLn.
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Definition 5.13. A groupH is a linear algebraic groupif it is both a subgroup ofGln and it is defined
by the vanishing of some set of polynomials. For example,Sln = V (det−1) is a linear algebraic group.

Recall that for any matrixA,

etA = I + tA + t2
A2

2!
+ . . . .

If {etA : t ∈ R} is a one-parameter subgroup ofH, we have a parameterized pathφ(t) = etA through
the identityφ(0) with velocity vector∂φ

∂t (0) = A. Therefore,A is a tangent vector ofH at the identity
soA ∈ Lie(H).

Fact 5.14. Let H be a linear algebraic group. For every infinitesimal tangentA of H at the identity, (i.e.
f(I + At) = 0 for all f vanishing onH) the group{etA : t ∈ R} is a subgroup ofH.

Corollary 5.15. Lie(H) = {A ∈Mn×n : I + Aε ∈ H}.

For example, letH = SLn = V (det−1). The vectorI + Aε ∈ H if and only if det(I + Aε) = 1.
Observe that

(5.9) I + Aε =


1 + a11ε a12ε . . . a1nε

a21ε 1 + a22ε . . . a2nε

. . . . . .
... . . .

an1ε an2ε . . . 1 + annε


sodet(I + Aε) = 1 + (a11 + . . . + ann)ε, which is1 if and only if tr(A) = 0. Therefore,

Lie(Sln(F)) = {A ∈Mn×n : tr(A) = 0} = sln.

Fact5.14is equivalent to sayingtr(A) = 0 ⇔ det(etA) = 1 for all t ∈ R. To prove the fact in this
case we simply note that

det(eB) = etr(B).

Definition 5.16. A Lie algebraV over a fieldF is a vector space overF with a law of composition
V × V → V mapping(a, b) 7→ [a, b] such that

(1) [, ] is bilinear.
(2) [a, a] = 0.
(3) The Jacobi identity:[a, [b, c]] + [b, [c, a]] + [c, [a, b]] = 0.

Exercise 5.17.For sln, the bracket operation is defined by

[A,B] = AB −BA

Verify Properties 1,2,3 hold for this law of composition onsln.

6. CRITERIA FOR SMOOTHNESS OFXw (APRIL 11,2007)

Recall,g = Lie(Sln(F)) = {A ∈Mn×n : tr(A) = 0} = sln. Observe thatg has a vector space basis

(6.1) B = {Eij : i 6= j} ∪ {Hi : 1 ≤ i < n},

whereEij is the matrix whoseijth entry is1 and all other entries are0 andHi is the matrix whoseiith

entry is1, (i + 1, i + 1)st entry is−1 and all other entries are0.

Exercise 6.1.Compute[Eij , Ekl], [Eij ,Hk], and[Hi,Hj ] to find which elements ofB commute.
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For B the subgroup of upper triangular matrices inSln, Corollary 5.15 and Equation6.1 implies
b = Lie(B ∩ Sln) has a basis{Eij : i < j} ∪ {Hi : 1 ≤ i < n}. Therefore the tangent space toG/B at
I is equal to the tangent space toSln/(B ∩ Sln) at I which is equal tog/b. We have bijections

(6.2) g/b = Span{Eji : i < j} ←→ {tij ∈ Sn} = R←→ {ej − ei : i < j} := ∆+.

More generally, forv ∈ Sn,

(6.3) v−1(g/b)v = Span{v−1Ejiv : i < j} = Span{Ev(j)v(i) : j < i}

is the tangent space toG/B atv. Note,Ejiv = Ej,v(i) andv−1Eji = Ev(j),i sov−1Ejiv = Ev(j)v(i).

Definition 6.2. Let Tw(v) be the tangent space toXw atv.

Theorem 6.3. (Lakshmibai-Seshadri) We have that

Tw(v) = Span{Ev(j)v(i) : i < j andtv(j)v(i)v ≤ w}(6.4)

= Span{Ev(j)v(i) : i < j andvtij ≤ w}(6.5)

Proof. The two sets are equivalent sincetv(j)v(i)v = vtij . Xw ⊆ Xw0 = G/B impliesTw(v) ⊆ Tw0(v).
Thus, we only need to identify whichEv(j)v(i) ∈ Tw(v) i.e. whichI+Ev(j)v(i)ε ∈ Xw by Corollary5.15.

If v is the identity, then

rk(I + Ejiε) = rk



1 · · · 0 0 0 0 0
...

...
0 1i

0
...

...
0 ε · · · 1j

0
...

0 1


= rk



1 · · · 0 0 0 0 0
...

...
0 0i · · · 1

0
...

...
...

0 1 · · · 0j

0
...

0 1


,

which impliesrk(I + Ejiε) = rk↙(tji). ThereforeI + Ejiε ∈ X(w) if and only if tji ≤ w in Bruhat
order.

Similarly, if v ≤ w, sayv(j) = k andv(i) = `.

rk↙(v + Ejiε) = rk↙



1
1

1
...
ε · · · 1

1


=

{
rk↙(v) if l(v) > l(tklv)
rk↙(tklv) if l(v) < l(tklv)

}
.

Thus,rk↙(v + Ejiε) = rk↙w if and only if bothv ≤ w andvtji ≤ w. �

Corollary 6.4. For all v ≤ w,

(1) dimTw(v) = |{tij ∈ R : vtij ≤ w}|.
(2) Xw is smooth atv ⇔ dimTw(v) = l(w)⇔ |{tij ∈ R : vtij ≤ w}| = l(w).
(3) dimTw(v) ≥ l(w).
(4) |{tij ∈ R : v < vtij ≤ w}| ≥ l(w)− l(v).

Exercise 6.5.Prove Property 3 in Corollary6.4using|{tij ∈ R : vtij ≤ w}| = dimTw(v).
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Is X(4231) smooth? No! There are6 transpositions in the interval from the identity to4231 in the
Hasse diagram for Bruhat order, butl(4231) = 5. We have thatv = 2143 is not a smooth point ofX4231

along with its lower order ideal in Bruhat order.

Fact 6.6. Sing(X(4231)) = X(2143) andSing(X(3412)) = X(1324). (Memorize these patterns!)
All other X(w) ∈ Sl4/B are smooth.

Definition 6.7. TheBruhat graphof w has verticesv ≤ w and edges betweenu andv if u = vtij for
somei, j.

Fact 6.8. The dimension ofTw(v) is equal to the degree ofv in the Bruhat graph ofw.

Geometric Interpretation: Sayv < vtij . Then

L
(i,j)
v =




1

1i
...
∗ · · · 1j

1

 : 1k is on thekth row and∗ ∈ C


⋃




1

1
...

1
1




={v + Ejv(i)} ∪ {vtij}.

L
(i,j)
v is fixed by left multiplication byT .

Example 6.9. Let v = 4231. Then left multiplication byT does the following:
t1

t2
t3

t4




1
1
∗ 1

1

 =


t1

t2
∗t3 t3

t4

 .

Exercise 6.10.Show
{L(i,j)

v , v ∈ Sn, i < j : v < vtij} = {1− dimensional subvarieties ofX(w) fixed byT -action}.
Remark6.11. A GKM space(Goresky-Kac-MacPherson) is any symplectic manifold with a torusT
action with a finite number ofT fixed points and a finite number ofT fixed 1-dimensional orbits. Then
this data determines a graph just like the Bruhat graph. One asks, What can we say about the singularities
and cohomology in terms of this graph?

Theorem 6.12. (Uber Smoothness Theorem) The following are equivalent for anyw ∈ Sn:

(1) Xw is smooth.
(2) Xw is smooth atid.
(3) |{tij ≤ w}| = l(w).
(4) The Bruhat graph forw is regular.
(5) Pid,w(q) = 1.
(6) Pv,w(q) = 1 for all v ≤ w.

(7) rw(t) =
∑
v≤w

tl(v) is palindromic.

(8) rw(t) =
k∏

j=1

(1 + q + . . . + qij ) for some{i1, . . . , ik} ∈ N.

(9) w avoids3412 and4231.

Definition 6.13. w avoids3412 and 4231 means there is no1 ≤ i1 ≤ i2 ≤ i3 ≤ i4 ≤ n such
thatfl(wi1 , wi2 , wi3 , wi4) ∈ {3412, 4231}. Here for any set{d1, d2, . . . , dk} of distinct real numbers,
fl(d1, . . . , dk) = (v1, . . . , vk) if di is thevth

i largest element among{d1, . . . , dk}.



LECTURES ON SCHUBERT VARIETIES 15

Open Question 6.14.Explain whyS4 is enough to determine all singularities.

If G is semisimple, then smoothness(1,2 of Uber Theorem) implies rational smoothness(4,5,6,7,8’)
implies combinatorial smoothness(3). In Type A, all three types of smoothness are equivalent. In Types
D and E, smoothness is equivalent to rational smoothness (Petersen, Carell-Kuttler). All three flavors of
smoothness can be characterized by pattern avoidance using root systems (Billey-Postnikov).

6.1. Kazhdan-Lusztig Polynomials in a Nutshell. The Kazhdan-Lusztig polynomialPv,w(q) is a poly-
nomial in 1 variable with the following properties:

(1) Pv,w(q) has constant term 1 ifv ≤ w.

(2) The degree ofPv,w(q) is less than or equal to
l(w)− l(v)− 1

2
.

(3) Pw,w(q)) = 1.
(4) Pv,w(q) 6= 0⇔ v ≤ w.
(5) If s = ti,i+1, ws < w, andvs < v, then

Pv,w(q)) = qPvs,ws(q) + Pv,ws(q)−
∑

zs<z<ws

µ(z, ws)q
l(w)−l(z)

2 Pv,z(q),

whereµ(x, y is the coefficient ofq
l(y)−l(x)−1

2 in Px,y(q).
(6) If ws < w andvs > v thenPv,w(q)) = Pvs,w(q).

Theorem 6.15.LetIH(w) be the intersection cohomology sheaf ofXw with respect to middle perversity.
Then

(1) Pv,w(q) =
∑

dim(IH2j(Xw)v)qj .

(2)
∑
v≤w

Pv,w(q)ql(v) =
∑

dim(IH2j(Xw))qj .

(3) Px,w(q) = 1 for everyx ≤ w if and only ifXw is rationally smooth.

In Theorem6.15, the first statement implies the coefficients ofPv,w)(q) are nonnegative.

Open Question 6.16.Find an all positive formula forPv,w(q).

The second statement implies
∑
v≤w

Pv,w(q)ql(v) is palindromic. We will take the third statement to be

the definition for rational smoothness.
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7. THE “ UBER” THEOREM (APRIL 13, 2007)

Theorem 7.1(Uber Theorem). The following are equivalent forw ∈ Sn:

(1) Xw is smooth.
(2) Xw is smooth atid ∈ Sn.
(3) #{tij : tij ≤ w} = `(w).
(4) The Bruhat graph ofw is regular of degreè(w).
(5) Pid,w(q) = 1.
(6) Px,w(q) = 1 for all x ≤ w.
(7) rw(t) =

∑
v≤w t`(v) is palindromic.

(8) rw(t) =
∏

j(1 + t + t2 + · · ·+ tij ).
(9) w avoids the patterns3412 and4231.

Today’s lecture is devoted to the proof of the Uber Theorem.
Proof of the Uber Theorem:A number of the cases follow from results we have discussed in past

lectures.
(1)⇔ (2): follows since the singular locus is closed.
(2)⇔ (3)⇔ (4): is a corollary of the Lakshmibai-Seshadari Theorem.
(5)⇔ (6): follows from a theorem of Ron Irving.

Theorem 7.2(Irving). Suppose

Pv,w(q) = 1 + a1q + a2q
2 + · · ·+ akq

k, and

Px,w(q) = 1 + b1q + b2q
2 + · · ·+ bkq

k.

If v ≤ x ≤ w, thenai ≥ bi for all 1 ≤ i ≤ k.

(4)⇔ (6)⇔ (7): follows from the work of Carroll-Peterson.

Example 7.3. We see thatr4231 = 1 + 3t + 5t2 + 6t3 + 4t4 + t5 is not palindromic.
Howeverr4213 = 1 + 3t + 4t2 + 3t3 + t4 is palindromic, and factors as(1 + t)2(1 + t + t2).

Pop quiz: Which Xw are smooth among the followingw? Which characterization from the uber
theorem seems the easiest to apply? (Class consensus: (9).)

w = 45678123 ∈ S8? Contains subsequence4512, fl(4512) = 3412. Singular.
w = 7432651 ∈ S7? Contains subsequence7351, fl(7351) = 4231. Singular.
w = 7654321 ∈ S7? No ascents. Avoids 3412 and 4231. Smooth.
w = 7132645 ∈ S7? Avoids 3412 and 4231. Smooth.
w = 7263154 ∈ S7? Contains subsequence7231, fl(7231) = 4231. Singular.

We still need to show that

(1) w avoids the patterns 3412 and 4231 implies thatrw(t) factors “nicely”, that this then implies
thatrw(t) is palindromic, and that this implies thatXw is smooth.

(2) w contains one of the patterns 3412 and 4231 implies thatrw(t) is not palindromic, and that
thereforerw(t) does not factor “nicely”.

Lemma 7.4. For w ∈ Sn, rw(t) factors (nicely) if one of the following hold:

Rule 1: If w = [. . . , n, wk+1, . . . , wn] with n = wk > wk+1 > · · · > wn, then

rw(t) = (1 + t + t2 + · · ·+ tn−k) · rw′(t),

wherew′ = [w1, . . . , ŵk, . . . , wn] ∈ Sn−1 (or equivalently,w = w′sn−1sn−2 · · · sk, where
sj = tj,j+1 is the adjacent transposition indexed byj).
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Rule 2: Say thatw contains aconsecutive sequenceif for some1 ≤ j ≤ n the j + 1 integers
{n−j, n−j+1, . . . , n} appear in the one-line notation ofw in decreasing order, withwn = n−j.
If w = [. . . , n, . . . , n− 1, . . . , n− j] contains the consecutive sequence of lengthj + 1, then

rw(t) = (1 + t + t2 + · · ·+ tj) · rw′(t),

wherew′ = sn−1sn−2 · · · sn−jw.

Example 7.5(Rule 2 example:). w = 7132645 ∈ S7 contains the consecutive sequence765.
rw(t) = (1 + t + t2) · rw6(t), wherew6(t) = 613254, which contains654.
rw(t) = (1 + t + t2)2 · rw5(t), wherew5(t) = 51324, which contains54.
rw(t) = (1 + t + t2)2(1 + t) · rw4(t), wherew4(t) = 4132, which contains432.
rw(t) = (1 + t + t2)3(1 + t) · rw3(t), wherew3(t) = 312, which contains32.
rw(t) = (1 + t + t2)3(1 + t)2 · rw2(t), wherew2(t) = 21.
rw(t) = (1 + t + t2)3(1 + t)3.

Proof of Lemma7.4. Note thatwj = i⇔ w−1(i) = j. Note also thatw satisfies the hypotheses for Rule
1 if and only ifw−1 satisfies the hypotheses for Rule 2.Why?By Chevalley’s Criterion for Bruhat order
and because[id, w] and[id, w−1] are isomorphic posets as intervals in the Bruhat order. Thus it suffices
to prove Rule 1. For the next part of the proof, you are asked to do the following exercise.

Exercise 7.6.Show that ifu, v ∈ Sn such thatuk = vk, thenu ≤ v if and only if

fl(u1, . . . , ûk, . . . , un) ≤ fl(v1, . . . , v̂k, . . . , vn).

Claim: If n = wk > wk+1 > · · · > wn, then the interval[id, w] in the Bruhat order can be partitioned
into n− k + 1 blocks{Bi} such that each blockBi with the induced order is isomorphic to the interval
[id, w′], and the smallest element in each block has length0, 1, 2, . . . , n− k respectively.

Proof: Let Bi = {x ≤ w : xi = n}. By Exercise7.6, the Bruhat order onBi induces a poset
isomorphic to the interval[id, w′], wherew′ = [w1, . . . , ŵk = n, . . . , wn] ∈ Sn−1. Sincen = wk >
wk+1 > · · · > wn, the maximum length element inBn is w′, the maximum length element inBn−1

is w′sn−1, etc., and in general, he maximum length element inBk is w′sn−1sn−2 · · · sk. Similarly,
the minimal length element inBi in general is[1, 2, . . . , i − 1, n, i, i + 1, . . . , n − 1], which is of
length n − i. Therefore the mapϕ : {0, 1, 2, . . . , n − k} × [id, w′] → [id, w] given by (i, x) 7→
[x1, x2, . . . , xi−1, n, xi, xi+1, . . . , xn−1] is a bijection. Moreover, this bijection is length-preserving in
the sense that̀(x) + i = `(ϕ(x)), and the bijection respects Bruhat order. This establishes the claim.

From the claim it follows thatrw(t) = (1 + t + t2 + · · ·+ tn−k) · rw′(t). �

Exercise 7.7.Show that the interval[id, w] in the Bruhat order has a symmetric chain decomposition if
w is smooth.

Corollary 7.8. The interval[id, w] is rank-symmetric, rank-unimodal, andK-Sperner ifw is smooth.

Lemma 7.9. If w ∈ Sn avoids the patterns 3412 and 4231, thenw satisfies the hypotheses of either Rule
1 or Rule 2 of Lemma7.4. Moreover, the respectivew′ ∈ Sn−1 also avoids the patterns 3412 and 4231.

Proof. Regarding the latter part of the statement of the lemma, if Rule 1 applies andw avoids both pat-
terns, thenw′ also avoids the patterns since subsequences ofw′ are also subsequences ofw. If Rule 2 ap-
plies, then for any{i1, i2, i3, i4} ⊂ {1, . . . , n−1}, we havefl(w′

i1
, w′

i2
, w′

i3
, w′

i4
) = fl(wi1 , wi2 , wi3 , wi4),

so again, ifw avoids the patterns 3412 and 4231, then so doesw′. It remains to show thatw satisfies the
hypotheses of either Rule 1 or Rule 2.

Saywd = n. We consider cases by the value ofd.
Cased = n or n− 1. In this case, Rule 1 applies.
Cased = n− 2. If wn = n−1, then Rule 2 applies. Ifwn−1 = n−1, then Rule 1 applies. Otherwise

wi = n− 1 for somei < d. It cannot be the case thatwn−1 < wn, for otherwisefl(wi = n− 1, wd =
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n, wn−1, wn) = (3412) and sow would contain the pattern 3412. Thus it must be thatwn−1 > wn, and
Rule 1 applies.

Cased < n− 2. If wd > wd+1 > · · · > wn, then Rule 1 applies. Otherwisewd > we < we+1

for somed < e < n. Without loss of generality we may assume thate is the largest such index. If
w−1(k) < d for anywe+1 < k < n, thenfl(k, n, we, we+1) = (3412), contradicting the assumption
thatw avoids this pattern. In particular,w−1(n− 1) > d, saywf = n− 1. If f = n, then Rule 2 applies.
Otherwisef ≤ n− 1.

Let wg = n− 2. If g < d, then either

• we+1 6= n− 1, whenfl(n− 2, n, we, we+1) = (3412), or
• we+1 = n− 1 andwe < wn, whenfl(n− 2, n, we, wn) = (3412), or
• we+1 = n− 1 andwe > wn, whenfl(n− 2, we, n− 1, wn) = (4231).

If d < g < f , thenfl(n, n− 2, n − 1, wn) = (4231). All these cases contradict our assumption thatw
avoids these patterns. Thus we must haveg > f , i.e. w−1(n− 2) > w−1(n− 1).

Performing similar analysis forw−1(n − 3), w−1(n − 4), etc. successively, in general comparing
w−1(k) against the values{d = w−1(n), w−1(n− 1), . . . , w−1(k + 1)}, and knowing thatw avoids the
patterns 3412 and 4231, shows that

d < w−1(n− 1) < w−1(n− 2) < · · · < w−1(k) < w−1(k − 1) < · · ·
until at some point whenw−1(k) = n for somek. At this point it is seen thatw contains a consecutive
sequence, and Rule 2 applies.

�

Lemma 7.10. If w ∈ Sn such thatfl(wi1 , wi2 , wi3 , wi4) = (3, 4, 1, 2) or (4, 2, 3, 1), thenXw is not
smooth.

Proof. Let w′ = fl(wi1 , wi2 , wi3 , wi4) ∈ S4. Let u′ ∈ S4 be such thatSing X(w′) = X(u′). Then
eitheru′ = 1324 or u′ = 2143. Then#{tij ∈ S4 : u′tij ≤ w′} > `(w′) by the Lakshmibai-Seshadari
Theorem.

Let u ∈ Sn such thatui = wi for all i /∈ {i1, i2, i3, i4}, andfl(ui1 , ui2 , ui3 , ui4) = u′. Define
Dw(x) := {tij ∈ Sn : xtij ≤ w}, and defineDk

w(x) := {tij ∈ Dw(x) : |{i, j, i1, i2, i3, i4}| = k} for
k = 4, 5, 6. ThenDw(x) = D4

w(x) tD5
w(x) tD6

w(x).
By Exercise7.6, if v, w ∈ Sn such thatvi = wi, thenv ≤ w if and only if

[v1, . . . , v̂i, . . . , vn) ≤ [w1, . . . , ŵi, . . . , wn].

Therefore, by repeated application of this fact, to determine ifutij ≤ w, we only need to compare on
positions in{i, j, i1, i2, i3, i4}. Computer-run verifications show that forw′′ ∈ S6 containing either of
the patterns 3412 or 4231 and foru′′ constructed fromw′′ as above,

|D4
w′′(u′′)| > |D4

w′′(w′′)|
|D5

w′′(u′′)| ≥ |D5
w′′(w′′)|

|D6
w′′(u′′)| = |D6

w′′(w′′)|
and hence

|Dw′′(u′′)| =
∑

k=4,5,6

|Dk
w′′(u′′)| >

∑
k=4,5,6

|Dk
w′′(w′′)| = `(w′′).

Thusu is a singular point ofXw. �

This concludes our proof of the Uber Theorem.

One can generalize some conditions of the Uber Theorem for intervals in the Bruhat order poset:



LECTURES ON SCHUBERT VARIETIES 19

(4’): The Bruhat graph of[v, w] is regular of degreè(w)− `(v).
(5’): Pv,w(q) = 1.
(6’): Px,w(q) = 1 for all v ≤ x ≤ w.

The following theorem was proved around the year 2000-2001 by several teams of mathematicians:
Billey-Warrington, Cortez, Kassel-Lascoux-Reutenauer, and Manivel.

Theorem 7.11.For w ∈ Sn, we have

Sing(Xw) =
⋃

v∈maxsing(w)

Xv.

Moreover,v ∈ maxsing(w) if and only if Xv is an irreducible component ofSing(Xw). Also,v ∈
maxsing(w) is obtained fromw (diagrammatically) in one of three ways: ... (diagrams to be provided).

8. GRASSMANNIANS (APRIL 18, 2007)

Open Question 8.1.Characterize the maximal singular set ofXw ⊂ G/B whereG = SO(2n + 1),
SO(2n), Sp(2n) or any other semisimple Lie group.

Let V be a vector space over some fieldF of dimensionn, so thatV ' Fn.

Definition 8.2. G(k, n) = {k-dimensional subspaces ofFn}.

Example 8.3. G(1, n) = {lines through the origin} = P(V ).

Example 8.4. G(2, 4) = {planes through the origin inF4} = {affine lines inP3}.

Fix a basis forV : e1, . . . , en. Then ak-dimensional subspace can be represented by a matrix:

k-dimensional subspace←→ span
{∑

ai1ei, . . . ,
∑

aikei

}
←→

a11 a12 . . . a1k
...

...
...

...
an1 an2 . . . ank

 .

LetMG(k,n) be the set ofn × k matrices with rankk. Note thatG(k, n) ' G(n − k.n), since
A ∈MG(k,n) corresponds to a linear mapA : Fn → Fn given by(v1, . . . , vn) 7→ (v1, . . . , vn)A and the
kernel of this map is ann− k-dimensional subspace.

Exercise 8.5.Show thatker A = kerB if and only if columns ofA span the same subspace as columns
of B.

Note that rescaling columns and adding to any column a linear combination of other columns does not
change the span. Therefore, we can choose a column echelon form as the canonical one:

3 4 7
9 2 9
6 0 7
3 0 3

 rescale to get−−−−−−−→
bottom 1’s


1 2 7
3 1 9
2 0 7
1 0 3

 clear to the−−−−−−−→
right from 1’s


1 2 4
3 1 0
2 0 1
1 0 0

 clear to the−−−−−−→
left from 1’s


−5 2 4
0 1 0
2 0 1
1 0 0


clear to the−−−−−−→
left from 1’s


−13 2 4
0 1 0
0 0 1
1 0 0

 rearrange−−−−−→
columns


2 4 −13
1 0 0
0 1 0
0 0 1


Note that all these operations can be realized as multiplication by some invertible matrices.
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Claim 8.6. If A ∈ MG(k,n), then there existsg ∈ GlK(F) such thatAg = B andB is in the canonical
form, i.e. it has the form 

∗ ∗ ∗
1 0 0
0 ∗ ∗
0 1 0
0 0 ∗
0 0 1


with zeros below each of the ones and zeros to the left and right of each one.

Let i1, . . . , ik be the indices of rows containing ones.

Claim 8.7. There is a bijectionG(k, n)←→MG(k,n)/〈A = Bg, g ∈ Glk〉.

For U ∈ G(k, n) defineM(U) to be the corresponding matrix in the canonical form. Then columns
ofM(U) spanU . For anyk-subset{i1 < . . . , ik} ⊂ {1, . . . , n} = [n] define the Schubert cell

C{i1,i2,...,ik} =


U ∈ G(k, n) such thatM(U) has the form



1

1
1

1



← i1

← ik


.

ThenG(k, n) =
⋃

{i1,i2,...,ik}⊂[n]

C{i1,i2,...,ik}. Schubert varieties inG(k, n) areX{i1,i2,...,ik} = C{i1,i2,...,ik}.

Claim 8.8. There exists a mapφ : Gln/Bn → G(k, n) given byA 7→ span{col1(A), . . . , colk(A)}.

Proof. SinceBn adds previous columns to later ones, it does not change spans of this kind. Thusφ is
well defined. �

Define parabolic subgroups ofGln by

Pk,n−k =


∗ ∈ Glk ∗

0 ∗ ∈ Gln−k

 .

Fact 8.9. G(k, n) ' Gln/Pk,n−k.

Follows from the fact that the mapφ forgets everything but the span informations of the firstk
columns.

Fact 8.10. Since we haveGln/Bn � Gln/Pk,n−k ' G(k, n), we getH∗(G(k, n)) ↪→ H∗(Gln/Bn)
on cohomology.
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Note that the mapφ is given byφ(Xw) = Xsort{w−1
1 ,...,w−1

k }. Starting with a matrix inG(k, n) we

can extend it in the following way without adding new∗’s and thus obtaining a bijection:

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
1 0 0 0
0 ∗ ∗ ∗
0 1 0 0
0 0 1 0
0 0 0 1


←→



∗ ∗ ∗ ∗ 1 0 0 0
∗ ∗ ∗ ∗ 0 1 0 0
∗ ∗ ∗ ∗ 0 0 1 0
1 0 0 0 0 0 0 0
0 ∗ ∗ ∗ 0 0 0 1
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0


,

note the essential set.

Definition 8.11. Let w {i1, . . . , ik} =
{

i1, . . . , ik, 1 . . . , î1, . . . , î2, . . . , îk, . . . , n
}

.

Warning8.12. Xw{i1,...,ik} is not homeomorphic toX{i1,...,ik}.

In order to determine which Schubert cellsC{j1,...,jk} are inX{i1,...,ik}, it is convenient to look at
partitions.

Lemma 8.13. There is a bijection betweenk-subsets of[n] and partitions(λ1 ≤ λ2 ≤ · · · ≤ λk) such
thatλk ≤ n− k, given by{i1, . . . , ik} ←→ (i1 − 1, . . . , ik − k).

Example 8.14.{4, 6, 7, 8} ←→ (3, 4, 4, 4)←→ .

Let |λ| =
∑

λi. Thendim Cλ = |λ|. (We can index Schubert cells and varieties byk-subsets or
partitions.)

Theorem 8.15.Xµ ⊂ Xν if and only ifµ ⊂ ν as Ferrer’s diagrams, i.e.µi ≤ νi for i = 1, . . . , k.

This partial order is isomorphic to[Φ, (k, k, . . . , k︸ ︷︷ ︸
n−k times

)] in Young’s lattice.

Example 8.16.ForG(3, 5) we get

∅

��aa
a

   
    

H
HH

H
HH

@
@
@

�
��
�
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This is a rank symmetric self dual lattice (for any two elements there exists a unique minimal one covering
both of them).

Now let’s put 1’s in decreasing order:

∗ ∗ ∗ ∗ ∗ ∗ ∗ 1
∗ ∗ ∗ ∗ ∗ ∗ 1 0
∗ ∗ ∗ ∗ ∗ 1 0 0
∗ ∗ ∗ 1 0 0 0 0
∗ ∗ ∗ 0 1 0 0 0
∗ ∗ 1 0 0 0 0 0
∗ 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0


.

Notice that the essential set is always in the column to the left from the line.

Definition 8.17. W{i1, . . . , ik} = “largest permutation in Bruhat order mapping to{i1, . . . , ik}” =(
n, n− 1, . . . , îk, . . . , ˆik−1, . . . , î1, . . . , 1, ik, ik−1, . . . , i1

)
.

We will show that equations forX{i1,...,ik} ⊂ G(k, n) are the same as forXW{i1,...,ik} ⊂ G/B.

Fact 8.18. XW{i1,...,ik} � X{i1,...,ik} and this is a smooth morphism.

When isXW{i1,...,ik} smooth? Note that 3412 cannot happen sinceW{i1, . . . , ik} is a concatenation
of two decreasing sequences. But our example has 4231:

∗ ∗ ∗ ∗ ∗ ∗ ∗ 1
∗ ∗ ∗ ∗ ∗ ∗ 1 0
∗ ∗ ∗ * ∗ 1 0 0
∗ ∗ ∗ 1 0 0 0 0
∗ ∗ * 0 1 0 0 0
∗ ∗ 1 0 0 0 0 0
∗ 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0


,

where * correspond to inner corners of the partition.

Claim 8.19. If 4231 exists inW{i1, . . . , ik}, then there are at least 2 gaps in{i1, . . . , ik} and Ferrer’s

diagram for the corresponding partitionλ has internal corners like .

Theorem 8.20. Xλ ⊂ G(k, n) is smooth if and only ifλ is a rectangle (i.e. does not have internal
corners).

If λ is a rectangle(im), thenXλ = G(i, m + i).

Exercise 8.21.What is the setEµ such thatsing(Xλ) =
⋃

µ∈Eλ
Xµ?

Now let’s consider equations forXλ and Pl̈ucker coordinates forGR(2, 4) = {2-planes inR4}, i.e.
a11 a12

a21 a22

a31 a32

a41 a42

 /Gl2.
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Let

Pij(X) = det
∣∣∣∣Xi1 Xi2

Xj1 Xj2

∣∣∣∣ .

Let

P (A) = (P12(A), P13(A), P14(A), P23(A), P24(A), P34(A)).

ThenP (A) ∈ P5 for anyA ∈ MG(k,n). Now if A = Bg, thenPij(A) = Pij(B) · det(g), soP (A) =
P (B) in P5 if and only if the span of columns ofA is equal to the span of columns ofB.

There is the following relation between Plücker coordinates, which follows from Sylvester’s Lemma:
P12P34 − P13P24 + P23P14 = 0.

Theorem 8.22.G(2, 4) = V (P12P34 − P13P24 + P23P14) in P5.

Why they are equal? Look for the largest(i, j) in the lexicographical order such thatp ∈ V (P12P34−
P13P24 + P23P14) does not vanish and rescale the coordinates so thatPij = 1. Put 1’s into(i, 1) and
(j, 2). Put 0’s below them and into(i, 2). For example, for(i.j) = (2, 4) we get

∗ ∗
1 0
0 ∗
0 1

 .

Now all ars in this matrix can be recovered:ar1 = Pir andar2 = Prj .
In general we have

Pi1...ik(X) = det

∣∣∣∣∣∣∣
Xi11 . . . Xi1k

...
...

...
Xik1 . . . Xikk

∣∣∣∣∣∣∣ ,

P (A) = (Pi1...ik(A) : {i1 < · · · < ik} ⊂ [n]) ∈ P(n
k)−1.

Theorem 8.23. G(k, n) ' V (Plücker equations) ⊂ P(n
k)−1, where equations are constructed in the

following way: for eachd ∈ [k]

Pi1...ikPj1...jk
−

∑
Pi′1...i′k

Pj′1...j′k

with the sum over all(i′, j′) obtained from(i, j) by picking1 ≤ q1 < q2 < · · · < qd ≤ k positions and
exchangingiqs with js for s ∈ [d]:

i′ = (i1, . . . , iq1−1, j1, iq1+1, . . . , iq2−1, j2, iq2+1, . . . , ik),

j′ = (iq1 , iq2 , . . . , iqd
, jd+1, . . . , jk).

Exercise 8.24.Compare equations forX{i1,...,ik} to the equations for the essential set forXW{i1,...,ik}.

9. PARTIAL FLAGS, INTERSECTING ANDCHOW COHOMOLOGY (APRIL 20, 2007)

Definition 9.1. For0 < d1 < d2 < · · · < dp ≤ n, define thepartial flag manifoldFl(n, d1, d2, · · · , dp) =
Gln/P ≈ {F• = Fd1 ⊂ Fd2 ⊂ · · · ⊂ Fdp = Fn}, with dimFdi

= di. WhereP is the set of upper
triangular block matrices with block widths (and heights)d1, d2 − d1, · · · , n− dp.
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In the Grassmannian we have the bijections:

{K − sheets} ⇔{partitions in ak × (n− k) box}
⇔Sk × Sn−k \ Sn mod on left

⇔max length coset representative inSk × Sn−k \ Sn

⇔min length coset representative inSk × Sn−k \ Sn

Thus{i1, i2, · · · , ik} ⇔W{i1, i2, · · · , ik} ⇔ w{i1, i2, · · · , ik}. So for smoothness,X{j1,j2,··· ,jn} ⊂
X{i1,i2,··· ,in} if and only if w{j1, · · · , jn} ≤ w{i1, · · · , in} and henceX{i1,i2,··· ,in} is smooth if and
only if XW{i1,i2,··· ,in} is.

TheT fixed points inG/P are permutations inSI \ Sn.

Definition 9.2. For the cosets ofSI \ Sn, we define(Sn)I to be the max length coset representative and
(Sn)I to be the min length coset representative.

Then the Schubert varieties inG/P are indexed by the cosets ofSI \ Sn, and thus by(Sn)I or (Sn)I .
So looking at the mapϕ : G/B → G/P , with Xmin(SIw) → XSIw andXmax(SIw) → XSIw. So we
havemin(SIu) ≤ min(SIw) if and only if XSIu ⊂ XSIw andXSIw is smooth if and only ifXmax(SIw)

is smooth.

Now for intersecting Schubert varieties, done in the Grassmannian but can be generalized. Consider
the question, how many lines meet four given lines inR3? We can viewR3 as an open subset ofP3 =
R4/(1, · · · , 1). So fix a line inR3, say the line,e1e2, not containing the origin. This determines a 2
dimensional subspace ofR4, span{e1, e2}. Then extend{e1, e2} to a basis{e1, e2, e3, e4} for R4. So

lines meetinge1e2 =



∗ ∗
1 0
0 ∗
0 ∗


 = X{2,4} ⊂ G(2, 4). That isX(1,2) in partition notation, note that

this is with respect to the ordered basis,{e1, e2, e3, e4}. So for lines intersecting four given lines we look
atXG

(1,2)(E•)∩XG
(1,2)(F•)∩XG

(1,2)(G•)∩XG
(1,2)(H•). One method of doing this is to solve equations!

Another method is Intersection theory.

Definition 9.3. Let X be any variety.
(1) Two subvarietiesU andV in X meettransversallyif U ∩ V =

⋃
Zi, where theZi’s are the

irreducible components, then for eachi and each pointz in an open sets ofZi ∩ U
⋂

V we have
Tz(Zi) = Tz(U) ∩ Tz(V ).

(2) The Chow ring ofX, denotedA•(X), is the formal sum of{[V ] : V is a subvariety ofX}/ ∼,
where[U ] ≡ [V ] if they are rationally equivalent. With multiplication given by[U ][V ] = [U ∩
V ′], with [V ] ∼ [V ′] andV ′ meetsV transversely,

Definition 9.4. If for eachzi, Codim(zi) = Codim(v) + Codim(w) thenV ∪W is proper.

If V ∪W is proper, then intersection theory says that[U ][V ] = Σmi[Zi] and themi’s are non-negative
integers.

Theorem 9.5. If X has a cell decomposition,X =
⋃

Ci thenA•(X) = (linear) span{[Ci] : i ∈ Ex}.
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Theorem 9.6. A•(Xw) = H∗(Xw, Z) =(linear) span{[Xv] : v ≤ w}.

Definition 9.7. Define the Poincare polynomial to be
∑
i∈Ex

tcodim(Ci) =
∑
i∈Ex

dim(Ai(X))ii. eg:
∑

λ⊂ k×(n−k)box

t|λ|

is the Poincare polynomial of G(k,n).

On theG(k, n), we have the mapλ→ dual(λ). This map gives the Poincare duality onH∗(G(k, n)).
OnG/B, we have[Xw]→ [Xww0 ]. But sinceXu ⊂ Xw impliesXww0 ⊂ Xuw0 , so we only get duality
if Xw is smooth.

Open Problem (Reiner)- Which smooth varieties inG/B exhibit Poincare duality? That is, when is
{v ≤ w} self dual, with a nice combinatorial map?

The ring structure onA•(X) is given by[XG
λ ][XG

µ ] = [XG
λ (E•)∩XG

µ (F•)] whereF• ∈ XFl
w0

(E•), so

we could takeF• = {< e1 >⊂< e1, e2 >⊂ · · · ⊂< e1, . . . , en >}. Notationally, denoteXµ(F•) = X̃µ.
Then we get the matrix form by canceling up, left and right, instead of down, left and right.

Proposition 9.8. If cod(µ) = cod(λ) = k(n − k) = dimG(k, n) then [Xλ][Xµ] is 1[X∅] whenλ =
dual(µ) and 0 otherwise.

Proof. First considerµ = dual(λ), then

[Xλ][Xµ] =Xλ(E•) ∩ X̃dual(λ)

=



∗ ∗
1 0
0 ∗
0 1


 ∩




0 0
1 0
∗ 0
0 1




=




0 0
1 0
0 0
0 1


(as all the stars are canceled by 0’s)

=[X∅]for some basis.

Now if µ 6= dual(λ) then a 1 of one of the matrices will be a 0 in the other, so there intersection will be
empty. HenceXλ(E•) ∩ X̃µ = ∅. �

Trick - To find theCν
λµ’s in [Xλ][Xµ] =

∑
ν

Cν
λµ[Xν ]. Multiple both sides by[Xdual(ν)] and expand,

gettingCν
λµ[X∅] = [Xdual(ν)][Xλ][Xµ] = [Xdual(ν)(E•) ∩ Xλ(F•) ∩ Xµ(H•)]. SoCν

λµ is the number
of points inXdual(ν)(E•) ∩Xλ(F•) ∩Xµ(H•).

Proposition 9.9. [Xλ][X~] =
∑

ν≤λ;|ν|=|λ−1|

[Xν ], where~ has the shape of thek× (n− k) box minus the

bottom left corner.
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Proof. To see this we count the number of points inX̃dual(ν)∩Xλ(E•)∩X~(H•). ButX̃dual(ν)∩Xλ = ∅
if we have any gaps betweenν andλ, thusdual(λ) ⊂ dual(ν) and they differ by only one box (or else
Cν

λ~ = 0). So assumedual(ν) = dual(λ) + 1 box. So just looking at their differences, we seeXλ = 1
?

 andX̃dual(ν) =

 ?
1

, where? 6= 0. ThenX̃dual(ν) ∩ Xλ =

 ?
?

.

Now, takingY = {V ∈ G(k, n) : V contains< ei1 , ei2 , · · · , êij , · · · , eik > and intersectsspan <
eij , eij+1 > in 1 dimension}. ThenY ∩ X~(H•) = {V ∈ G(k, n) : V meets span< h1, · · · , hn−k >
in 1 dimension}. Generally, span< ei1 , · · · , êij , · · · , eik > ∩span< h1, · · · , hn−k >= {0}. Thus
< eij , · · · , eij+1 > ∩ < h1, · · · , hn−k > is 1 dimensional. SoY ∩X~(H•) = {one point} = X∅(G•)
and thusCν

λ~ = 1. �

Wow! This is the same as the Schur functions!SλSbox =
∑

Sλ+wx and Sλ(x1, · · · , xk) =∑
Tfillingofλ

xT , with Sλ(x1, · · · , xk) = 0 if λ has more thenk rows.

Theorem 9.10.Multiplication in A•(G(k, n)) (or in A•(G/B)) is determined by multiplication by the
unique codimension 1 subvariety (or then − 1 codimension 1 subvarieties inA•(G/B)), along with
stability.

Corollary 9.11. Pic(G(k, n)) = Z.

Theorem 9.12.We have a bijection (as rings) betweenA•(G(k, n))↔ span{Sλ : λis contained in ak×
(n− k)box}. Given by[Xλ]→ Sdual(λ).

Now back to the line intersecting four lines problem. As we say the intersection of 4 lines is[X(1,2)]4.
So we are looking for the coefficient of[X∅] = S(2,2) in (S(1,0))4. Then we see

S(1,0) × S(1,0) × S(1,0) × S(1,0) =S(1,0) × S(1,0) × (S(1,1) + S(2,0))

=S(1,0) × (S(2,1) + S(2,1))
=S(1,0) × 2S(2,1)

=2S(2,2).

So we find out that the answer is 2.

10. VAKIL ’ S GEOMETRIC L ITTLEWOOD-RICHARDSON RULE (APRIL 25, 2007)

10.1. From last time.
(1) If codimXλ + codimXµ = dimG(k,n) then

[Xλ][Xµ] =

 [Xpt.], λ = dual(µ)

0 otherwise
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(2) In general, we have

[Xλ][Xµ] =
∑

Cν
λµ[Xν ]

where this sum is taken over allν with codimXν = codimXλ + codimXµ,

[Xdualν ][Xλ][Xµ] = Cν
λµ[Xpt.],

and

Cν
λµ = #(Xdualν(E.) ∩Xλ(F.) ∩Xµ(G.)

when these are all in transverse position. Hence the coefficientsCνλµ are nonnegative inte-
gers.

(3) There is a ring isomorphismA.G(k, n)→ C[x1, . . . , xk]Sk/(Sλ|λk > n− k) given by[Xλ] 7→
Sdualλ. The proof of this theorem uses formulae of Giambelli, Jacobi, and Trudi. Given the
elementary symmetric functionsei(x1, . . . , xk) =

∑
j1<...<ji

xj1 · · ·xji , we have

Sλ = det


eλ1 eλ2 eλ3 · · ·
1 eλ2 eλ3 · · ·
0 1 eλ3 · · ·
0 0 1 · · ·
...

...
...

...


Recall also the Pieri Formula,

SλS1j =
∑

Sλ
′

where this sum is over allλ
′
containingλ such that|λ′ | = |λ|+ j andλ

′ − λ contains no two
boxes in the same row.

(4) SλSµ =
∑

Cν
λµ similarly, where theCν

λµ are the Littlewood-Richardson coefficients.
(5) These coefficients are traditionally computed via reverse lattice fillings: one places the upper

leftmost corner of the tableau forµ just beneath and to the right of the lower rightmost corner of
that forλ and fills the resulting array from bottom to top in all possible ways, strictly increasing
as one ascends in the columns and weakly increasing in the rows.

(6) The first four results also hold for the flag manifoldsFln as well as the Grassmannians, where
the third becomesA.Fln ' C[x1, . . . , xn]/(Sλ|λ 6= 0) with the isomorphism being given by
[Xw] 7→ Sww0 where these last are the Schubert polynomials. However, there does not exist a
combinatorial technique like reverse lattice fillings to compute the Littlewood-Richardson coef-
ficients in this case. Coskun is working on this currently.

10.2. Vakil’s Checkerboard. Vakil approaches Littlewood-Richardson rules for the Grassmannian ge-
ometrically, via a series of degenerations indexed by the moves of a checker game. Index Schubert
varieties byk-subsets of[n]. Given such subsetsA, B, C, we seek a rule to compute the integerCC

AB,
which is the number of irreducible components ofXA(M.) ∩ XB(F.) rationally equivalent toXC(F.)
whereF. is some fixed frame andM. is a moving frame. This rule will take the form of a game involving
black and white checkers on ann× n board.

The game will define a family of setsY◦• ⊂ G(k, n) indexed by arrangements◦ of white checkers
and• of black checkers on then×n board, which will change as the checkers move. These should have
the properties that:

(1) XA(M.) ∩XB(F.) = Y◦AB•init
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(2) There is a sequence of degenerations forming a tree such that

[Y◦AB•] =
∑

leaves

[Y◦C•final
]

and at each stage of the degeneration we have only three possibilities,

[Y◦•] =


[Y◦•next ]
[Y◦step•next ]
[Y◦•next ] + [Y◦step•next ]

(3) CC
AB equals the number of steps until◦C .

10.3. Black Checkers. Black checkers encode the position of the moving frameM. with respect toF.

in a table of dimensions. InitiallyF. =< e1, . . . , en > andM. =< en, . . . , e1 > and the number of
black checkers NW (inclusive) of(i, j) is dimMi ∩ Fj.

•
•
•

!

F1 F2 F3

M1 0 0 1
M2 1 1 2
M3 1 2 3

This example corresponds to a flagM. whose marked line meets the marked lineF1 only at the point
F0 and whose marked point missesF1 entirely.

10.4. White Checkers. Fix M. andF. and someV ∈ G(k, n). The white checkers encode the positions
of F. andM. relative toV : dimV ∩Mi ∩ Fj equals the number of white checkers NW (inclusive) of
(i, j). Thus for the sameM. andF. as above, an arrangement of white checkers

◦

◦
corresponds to aV which intersects both marked lines and passes through the marked pointM0 but

notF0.

10.5. Details. On any checkerboard, letw(i, j) denote the number of white checkers NW (inclusive) of
(i, j), and similarlyb(i, j) for black checkers.

X◦• = {(V,M., V.) ∈ G(k, n)× Fln × Fln|dimMi ∩ Fj = b(i, j),dimV ∩Mi ∩ Fj = w(i, j)}
These sets partitionG(k, n) × Fln × Fln. We define the setsY◦• to be the projections ofX◦• onto

G(k, n) obtained by fixing anM. and anF..
The closuresY◦• are called closed two-step Schubert varieties, Richardson varieties, or skew Schubert

varieties.

(1) G(k, n) =
⊔

Y◦• for fixedM. andF..
(2) Y◦• 6= ∅ only if every white checker is happy: there is one black checker due north and one due

west (inclusive) of every white checker, and every row and column has at most one white checker
in it.

(3) XA(M.)∩XB(F.) = Y◦• where• gives the position ofM. with respect toF., ◦ = {(a1, bk), . . . , (ak, b1)},
A = {a1 < . . . < ak}, B = {b1 < . . . < bk}.

Lemma 10.1. The “variety” Y◦• is irreducible and smooth, anddimY◦• =
∑

b(i, j)−w(i, j) where the
sum is over all(i, j) containing white checkers.
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Example 10.2. 
•e5

•e3

•e4

•e1 ◦
•e2 ◦


This corresponds toF. =< e1, . . . , e5 >, M. =< e2, e1e4e3e5 > and aV with basis< v1, v2 >.

v1 ∈ span{e1, e3} but is neither of these two, so we can choosev1 = ?e1 + e3 for ? 6= 0 for 2− 1 = 1
dimension of freedom. Likewisev2 ∈ span{e1, . . . , e5} and has nonzero projection ontoe5, so we may
choosev2 = ?e1 + ?e2 + ?e3 + ?e4 + e5 and can eliminatee3 altogether usingv1.

Corollary 10.3. Y◦•init = XA(M.) ∩XB(F.) 6= ∅ if and only if

(1) all white checkers are happy,
(2) the union of the partitionsA andB covers all the squares, and
(3) dimY◦•init = k(n− k)− codimXA − codimXB.

If these conditions hold,[XA][XB] 6= 0 so the degenerations will lead somewhere.

10.6. Degeneration Rules.

(1) Black checkers start in the configuration•init along the antidiagonal. White checkers start in the
configuration◦AB = {(a1, bk), . . . , (ak, b1)}.

(2) Black moves: sort black checkers (corresponding to basis vectors) by transposing two adjacent
rows at a time, working from left to right.

(3) White moves: after each black move, white checkers move according to nine rules on2×2, 3×3,
and4× 4 critical submatrices, obtained by considering which white checkers can be affected by
the next black move.

(4) Black moves correspond to degenerations:◦ 7→ ◦next whereF. =< e1, . . . , en >, M. =<
b1, . . . , bn > corresponds to taking the limit ast→ 0 of bi = tej + (1− t)ek.

(5) Two key rules:
(a) If Y◦• 7→ Y◦′•next

thenY◦′•next
has the same dimension.

(b) All span and intersection data are preserved.

10.7. 2 x 2 Rules.
↑ •
• ↓

Fi Fj

← ◦
↑ •ek

•bi ↓

↑ •ek

•bi ↓
◦

↑ ↑ • ◦
• ◦ ↓ ↓
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↑ ↑ •
◦ • ↓

10.8. 3 x 3 Rules.
•

↑ • ◦
• ↓

•
↑ • ◦
• ◦ ↓

↑ ↑ •
• ◦ ↓
•

↑ •
• ↓
•◦

11. IZZET COSKUN’ S LECTURE (APRIL 27, 2007)

Let’s set up the basic definitions and notation. LetG(k, n) be the Grassmannian manifold ofk-planes
in n space. Let

Σλ = {[Λ] ∈ G(k, n) |dim(Λ ∩ Fn−k+i−λi
≥ i}.

be the Schubert variety inG(k, n) indexed by the partitionλ with n − k ≥ λ1 ≥ λ2 ≥ · · · ≥ λk ≥ 0.
(Note, this is written in the reverse order to the lectures above.) Letσλ be the corresponding Schu-
bert cycle in the cohomology ring forG(k, n). The notation follows Lecture 6 of Harris’s “Algebraic
Geometry” which is a good book for more details .

Example 11.1. Considerσ(1)σ(1) in G(2, 4). NoteG(2, 4) = G(1, 3) when weprojectivize. The class
σ(1) · σ(1) corresponds with the family of lines meeting two given lines in general position in3-space.
To find the irreducible components of this family, swing one of the lines around until it crosses the other
line in some plane. Now, which lines intersect both lines. There are two components:

(1) The family of lines passing through the plane exactly at the point of intersection between the two
lines which corresponds with the Schubert cycleσ(2).

(2) The family of lines in the plane defined by the two lines which corresponds with the Schubert
cycleσ(1,1).

Therefore,σ(1) · σ(1) = σ(2) + σ(1,1).

The coefficients in the expansion ofσ(1) · σ(1) are 1 because of the Pieri rule of course, but we could
have figured this out another way by studying tangent spaces. We could have shown that even after
swinging`2 around to meet̀1 we still have a transverse intersection.

Let V be ann-dimension vector space and assumeG(k, n) is the set ofk planes inV . If S ∈ G(k, n)
the we get a short exact sequence

0 −→ S −→ V −→ V/S −→ 0.
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Fact 11.2. The tangent space to the Grassmannian at a point[Λ] is given by

T[Λ](G(k, n)) = Hom(Λ, V/Λ) ≈ {k × (n− k) matrices}.

Therefore,dimT[Λ](G(k, n)) = k · (n− k) as expected for a smooth manifold.
Similarly, assume[Λ] ∈ Σλ is a smooth point. Suppose further thatdim(Λ ∩ Fn−k+i−λi

) = i which
holds on a dense open set inΣλ for all i. Then

T[Λ](Σλ) = {φ ∈ Hom(Λ, V/Λ) |φ(Λ ∩ Fn−k+i−λi
) ∈ Fn−k+i−λi

/Λ ∀i}

Key Fact: To show that at[Λ] ∈ Σ(1)(`1) ∩ Σ(1)(`2) the two Schubert varieties meet transversally, we
need to show that the corresponding tangent spaces intersect transversally, i.e.

dimT[Λ](Σ(1)(`1) ∩ T[Λ](Σ(1)(`2) = 2.

(hmm, I am a little lost here. I think this intersection should have dimension 0, but the example given
has dimension 1 and it says above we should have dimension 2.)

11.1. Coskun’s version of the Littlewood-Richardson Rule forG(k, n). Fix an ordered basis say
(e1, e2, . . . , en) for V . Fix k vector spacesV1, . . . , Vk which are spans of consecutive subsets of basis
elements. To visualize these sets, pute1, e2, . . . , en along the antidiagonal of a matrix withe1 in the
lower left corner. Then ifVi is spanned by{ej , ej+1 · · · , ek}, we representVi by the minimal square
containing all the basis elements inVi. The collection of squares is called aMondrian tableauor tableau
for short. These tableau were named after the artist Piet Mondrian 1872-1944. Check out

http://en.wikipedia.org/wiki/Piet_Mondrian

for more information.

Example 11.3. If V1 ⊂ V2 ⊂ · · · ⊂ Vk then

S = {[Λ] ∈ G(k, n) |dim(Λ ∩ Vi) ≥ i}
is a Schubert variety. The setS will be represented by a nested sequence of squares in the Mondrian
tableau. For a more specific example, ifVj is spanned by{e1, . . . , eij} then this set is the Schubert
variety X{i1,...,ik} in our previous class notation. This Schubert variety will correspond with a nested
sequence of squares of side lengthsi1, . . . , ik with a common lower left corner in the lower left corner
of the matrix.

Example 11.4. If the Vi’s have no inclusion relations and the basis elements inVi precede the basis
elements forVi+1 then the corresponding Mondrian tableau will havek non-overlapping squares. This
tableau will correspond with the intersection of two Schubert varieties in opposite position.

We want to generalize the idea in Example11.1 to intersecting any two Schubert varieties in the
Grassmannian. More specifically, take two Schubert varietiesΣλ andΣµ with respect to ordered bases
(e1, . . . , en) and(en, . . . , e1) respectively. We want to find a sequence of degenerations which will keep
the cohomology class of the intersection of these varieties the same but eventually leads to the union of
irreducible components. The degenerations we will use are all of the formtei + (1 − t)ej . At t = 1
is gives the basis elementei and then ast approaches 0 this degeneratesei into ej . If U is the span of
(ei, . . . , ej−1) then after the degenerationU will be the span of(ei+1, . . . , ej), therefore the degeneration
is visualized as moving the square forU north east along the diagonal by one unit.

Definition 11.5. A tableaufor G(k, n) is a collection ofk distinct squares such that

(1) Each square corresponds to a subspace spanned by consecutive basis elements.
(2) No 2 squares share the same lower left corner.
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(3) If S1 andS2 are any 2 squares of the tableau that share their upper right corner then every square
whose lower left corner is southwest of the lower left corner ofS2 containsS2.

Definition 11.6. A squareS is nestedif all the squares containingS are totally ordered by inclusion and
for any other squareS′ eitherS ⊂ S′ or S′ ⊂ S.

Definition 11.7. Let S be the square containing< ei, . . . , ej > andS′ be the square containing<
ei+1, . . . , ej+1 > soS′ is the result of degeneratingei to ej+1. A neighborN of S is a square such that

(1) ej+1 ∈ N .
(2) N does not containS.
(3) Let S̃ be any square whose lower left corner is betweenS′ andN , then either̃S ⊂ S or N ⊂ S̃.

Note that by definition the neighbors ofS are all ordered by containment.
Degeneration Algorithm: Given a tableauM ,

Step 1.If every square ofM is nested, stop.
Step 2.If not, let S be the square whose lower left corner is southwest most among the non-nested

squares. LetN1 ⊂ N2 ⊂ Nr be the neighbors ofS.
Step 3.For every neighbor defineM1(Ni) to be the tableau obtained fromM by replacingS andNi by

the square representingS′ ∩N and the square representing the span ofS ∪Ni. DefineM0 to be
the tableau obtained fromM by replacingS by S′ and normalizing again.

Step 4.Among the collectionM0,M1(N1), . . . ,M1(Nr) retain the tableau with the same dimension as
M and repeat Step 1 with each of these as the given tableau.

For more information and pictures see Izzet Coskun’s web page. A new preprint will be coming soon.
For now see

http://math.mit.edu/~coskun/seattleoct17.pdf

12. DIVIDED DIFFERENCE OPERATORS AND THECHOW COHOMOLOGY OF THE FLAG VARIETY

(MAY 2, 2007)

In previous lectures we derived a presentation for the Chow cohomology of the Grassmannian, given
by:

A∗(G(k, n)) ' Z[sλ(x1, . . . , xn)]/ < sλ : λ ( k × (n− k) >.

Here the isomorphism is given by[Xλ] 7→ sdual(λ). Today we will discuss a similar result, due to
Borel, for the Chow cohomology of the Flag variety:

Theorem 12.1(Borel). The Chow cohomology of the flag varietyFln) is given byA∗(Fln) ' Z[x1, . . . , xn]/In,
whereIn is the ideal

In :=< e1(x1, . . . , xn), . . . , en(x1, . . . , xn) >.

Hereei(x1, . . . , xn) is the ith elementary symmetric function; for instancee1(x1, . . . , xn) = x1 +
· · ·+ xn, anden = x1x2 · · ·xn.

We will be interested in determining?w, the image of[Xw] under the above isomorphism[Xw] 7→?w.
We first point out some properties that?w that must satisfy.

• The isomorphism is a ring map: If[Xu][Xv] =
∑

cw
uv[Xw] then we must have?u?v =

∑
cw
uv?w.

The map is also graded: Sincedeg(?u?v) = deg(?u) + deg(?v), and codim(Xu ∩ Xv) =
codim(Xu) + codim(Xv), we must havedeg(?w) = codim(Xw).
• We have seen[Xw0 ][Xu] = [Xw0(F•) ∩Xu(G•)] = [Xu], and hence[Xw0 ] 7→ 1.
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• If `(u) + `(v) =
(
n
2

)
= dim(Fln), then we have the formula

[Xu][Xv] =
{

[Xid] if v = uw0

0 otherwise

}
.

Hence in this case we must have

?u?v =
{

?w0 if v = uw0

0 mod In otherwise

}
Exercise 12.2.Show thatRn := Z[x1, . . . , xn]/In is isomorphic as a vector space to the (linear) span of
the set{xi1

1 xi2
2 · · ·xin

n : ik ≤ n− k}. For example, ifn = 3 thenR3 = span{1, x1, x2, x
2
1, x1x2, x

2
1x2}.

Garcia calls this the ‘Artin basis’.
Hint: Find a Gr̈obner basis forIn.

The Artin basis will help us determine the Hilbert series for the ringRn. We will need the following
bijection between elements of this basis and elements of the symmetric group.

Lemma 12.3. There exists a bijectionSn ∼ {(i1, . . . , in) : ik ≤ n− k}, sendingw to code(w).

Here thecodeof an elementw ∈ Sn is defined to be the vector:

code(w) := (| ∗ s on row1|, | ∗ s on row2|, . . . , | ∗ s on rown|)
in the matrix obtained by crossing out entries below and to the right of each entry ofw. For example,
code(316425) = (2, 0, 3, 1, 0, 0).

Using this we derive the Hilbert series forRn:∑
dim R(i)

n ti =
∑

w∈Sn

t`(n) =
n−1∏
i=1

(1 + t + · · ·+ ti).

We now return to the issue of determining?w, the image of[Xw] in the isomorphism of Theorem12.1.
Using the properties that we so far have derived, we consider the casen = 3 and make a naive guess for
what these values might be.

Recall that the set of generators forA∗(Fl3) contains a single element[Xid] of rank 0, two elements
[X213], [X132] of rank 1, two elements[X312], [X231] of rank 2, and a single element[X321] of rank(
3
2

)
= 3. To define a map toRn we choose to map these generators to elements of the Artin basis

according to[Xid] 7→ x2
1x2, [X213] 7→ x2

1, [X132] 7→ x1x2, [X312] 7→ x1, [X231] 7→ x2, and[X321] 7→ 1.
One can check that some of the conditions on our list of requirements for?w are indeed satisfied (e.g.,

it is a graded group map that sends[Xw0 ] to 1).

Exercise 12.4.Show thatx3
i = 0 mod I3 andx1x

2
2 = o mod I3. For instancex3

1 = x2
1(x1 + x2 +

x3)− x1(x1x2 + x1x3 + x2x3) + x1x2x3.

However, in checking that our map is indeed a ring morphism, we note thatx1 ·x2 = x1x2, and hence
are asked to verify the formula:

[X312][X231] = [X132].

However, we consider the intersection of flags in question and compute that in fact[X312][X231] =
[X132] + [X312]. Accordingly, we tweak our map toRn described above to now have[X231] 7→ x1 + x2.
One can check that this indeed defines the desired isomorphism.

We seek a method for determining?w in a uniform way for alln. This is provided by the following
procedure due to Bernstein, Gelfand, and Gelfand (BGG).
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Observation. We note thatdim(R(n
2)

n ) = 1, and so for?w0 we can choose and homogeneous polyno-
mial σw0 of degree

(
n
2

)
that is not inIn. We follow BGG and chooseσw0 =

∏
1≤i<j≤n

(xi − xj) to be the

so-called ‘Vandermonde determinant’.
To determine the other?w, we will need the notion of adivided difference operatoronZ(x1, . . . , xn).

If f ∈ Z(x1, . . . , xn), definesif(x1, . . . , xn) := f(x1, . . . , xi+1, xi, . . . , xn). The divided difference
operator∂i is then defined to be

∂i(f) := (f − sif)/(xi − xi+1).
Observations.We point out some properties of the∂i.
• ∂i(f) = 0 if f = sif .
• ∂i(sif) = −∂if
• ∂i(xr

i x
s
i+1) = xr

i x
r
i+1(x

s−r−1
i+1 + xix

s−r−2
i+1 + · · ·+ xs−r−1

i if s > r.
• ∂i(xr

i x
s
i+1 · f(x1, . . . , x̂i, ˆxi+1, . . . , xn)) = f · ∂i(xr

i x
s
i+1).

These last two facts imply that iff is polynomial then so is∂i(f). The∂i also satisfy some
Coxeter like relations.
• ∂i∂j = ∂j∂i if |i− j| > 1.
• ∂i∂i+1∂i = ∂i+1∂i∂i+1.
• ∂2

i = 0.

Exercise 12.5(Leibnitz rule for divided difference operators). Show that∂i(fg) = (∂if)g +(sif)(δig).

Theorem 12.6(Bernstein, Gelfand, Gelfand). Suppose[Xww0 ] 7→ σw ∈ Rn under the isomorphism
of 12.1. Then we have the following:

∂i(σw) =
{

σwsi mod In if wi > wi+1

0 mod In otherwise

The proof of this theorem relies on the following key lemma.

Lemma 12.7. If sa1 · · · sap = sb1 · · · sbp = w are both reduced expressions forw ∈ Sn (so thatp =
`(w)), then∂a1 · · · ∂ap = ∂b1 · · · ∂bp .

To prove the lemma we introduce the notion of a string diagram associated to an elementw ∈ Sn.

Definition 12.8. If w ∈ Sn, we define the following sets of inversions:

I(w) := {(i, j) : i < j, w(i) > w(j)}.
J(w) := I(w−1) = {(i, j) :stringi crosses stringj}.

Every elementw ∈ Sn can be writtensa1 · · · sap such thatp = |I(w)| = |J(w)| = `(w). In this case,
we will say that(a1 · · · ap) is areduced wordfor w. The collection of all reduced words will be denoted
R(w) := {(a1 · · · ap) : sa1 · · · sap , p = `(w)}. For example,R(4132) = {3213, 3231, 2321}.
Lemma 12.9.Supposea1 · · · ap is a reduced word forw. Then we haveJ(w) = {(a1, a1+1), sa1(a2, a2+
1), . . . , sa1 · · · sap−1(ap, ap + 1)}.
Proof. We prove this by induction on the length`(w). We seeJ(id) = ∅ and alsoJ(si) = {(i, i +
1)} so that result holds for̀(w) = 0, 1. We assume the result holds for allv with `(v) < `(w).
If v = sa1 · · · sap−1 then all string crossings forw are string crossings forv except the last crossing
(v(ap), v(ap + 1)). This proves the lemma and also gives us the following formula:

J(wsr) =
{

J(w) ∪ w(r, r + 1) if `(wsr) > `(w)
J(w)\w(r, r + 1) if `(wsr) < `(w)

�
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This formula provides us with an interpretation of the so-calledweak Bruhat orderonSn. By defini-
tion these are given by:

Right order:v ≤ w ⇔ J(v) ⊆ J(w), vsi > w ⇔ `(vsi) > `(w)
Left order:v ≥ w ⇔ I(v) ⊆ I(w), siv > v ⇔ `(siv) > `(w).

Lemma 12.10(Exchange Lemma). Suppose(a1 · · · ap), (b1 · · · bp) ∈ R(w) are both reduced expres-
sions forw. Then there exists an integeri such that(b1a1 · · · âi · · · ap) ∈ R(w).

Proof. From Lemma12.9, we have(bi, bi +1) ∈ J(w) and hence(bi, bi +1) = sa1 · · · sai−1(ai, ai +1).
This implies thatsb1 = sa1 · · · sai−1saisai−1 · · · sa1 and hencesb1sa1 · · · sai−1 = sa1 · · · sai . We then
havew = sa1 · · · sap = sb1sa1 · · · sai−1sai+1 · · · sap , as desired. �

Definition 12.11. Given an elementw ∈ S(n), we defineG(w) to be the graph with vertex setR(w),
and with edges given by(a1 · · · ap) ∼ (b1 · · · bp)⇔ the expressions differ by somesi.

Theorem 12.12(Tits). The graphG(w) is connected.

Proof. We prove this by induction oǹ(w), the length ofw. First, it’s clear thatG(si) is connected. Next
assumea = (a1 · · · ap) andb = (b1 · · · bp) are elements ofR(w). From the previous lemma we have that
(b1a1 · · · âi · · · ap) ∈ R(w), and hence by induction(b1 · · · bp) is connected to(b1a1 · · · âi · · · ap). If i 6=
p then we also have(b1a1 · · · âi · · · ap) adjacent to(a1 · · · ap). If i = p then we have(b1a1 · · · ap−1) ∈
R(w), and by the Exchange Lemma we have(a1b1a1 · · · âj · · · ap−1) ∈ R(w), which is in turn adjacent
to (b1a1b1 · · · âj · · · ap−1) ∈ R(w). By induction, the former of these is adjacent toa, while the latter is
adjacent tob, and hence the claim follows. �

13. SCHUBERT POLYNOMIALS (MAY 4, 2007)

Last time we saw that there is a map

A∗F`n → Z[x1, . . . , xn]/ < e1, . . . , en >

and the Bernstein, Gelfand, Gelfand Theorem says that the classes corresponding Schubert varieties
form an additive basis for the Chow ring. This map sends[Xw] 7→ σww0 so that modulo the ideal
< e1, . . . , en >, the divided difference operators act by

∂i(σw) =

{
σwsi if wi > wi+1

0 otherwise.

Last time, we had the following candidates for theσw:

[X321] 7→ σ123 = 1
[X312] 7→ σ213 = x1

[X231] 7→ σ132 = x1 + x2

[X213] 7→ σ312 = x2
1

[X132] 7→ σ231 = x1x2

[X123] 7→ σ321 = x2
1x2.

Let’s check that this actually works. Start at the bottom of this list with[X123] 7→ σ321. Here,3 > 2
and2 > 1, so we expect that∂1σ321 and∂2σ321 are both nonzero. In particular,

[321] · s1 = [321][213] = [231]

and
[321] · s2 = [321][132] = [312]
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so we expect that∂1σ321 = σ231 and∂2σ321 = σ312. Indeed,

∂1(x2
1x2) =

x2
1x2 − x1x

2
2

x1 − x2
= x1x2 = σ231

and

∂2(x2
1x2) =

x2
1x2 − x2

1x3

x2 − x3
= x2

1 = σ312.

Next, we look at[X132] 7→ σ231. Since1 < 3, we expect that∂1σ231 = 0; and since3 > 1, we
should get that∂2σ213 = σ[213]·s2

= σ231 = x1x2. Indeed,∂1(x1x2) = 0 becausex1x2 is symmetric
in x1 and x2, and∂2(x1x2) = x1x2−x1x3

x2−x3
= x1. The remaining cases follow similarly:∂1σ312 =

x1 + x2 = σ[312]·s1
and∂2σ312 = 0; ∂1σ132 = 0 and∂2σ132 = 1 = σ[132]·s2

; ∂1σ213 = 1 = σ[213]·s1
and

∂2σ213 = 0.
Now it might be natural to ask what would happen if we took a different choice for the polynomial

σ321? Suppose for example we tookσ321 = x2
3x2. Then we compute the following:

∂1∂2∂1(x2
3x2) = ∂1∂2(−x2

3) = ∂1(x2 + x3) = −1

and
∂2∂1∂2(x2

3x2) = ∂2∂1(−x2x3) = ∂2(x3) = −1.

This doesn’t quite work because we want[Xw0 ][Xu] = [Xu] for all u ∈ Sn, and in this case we get
[X321] 7→ σ123 = ∂1∂2∂1σ321 = −1. However, if we takeσ321 = −x2

3x2, everything works. However,
modulo the ideal generated by the elementary symmetric functions,−x2

3x2 andx2
1x2 are equal:

x2
1x2 + x2x

2
3 = x1x2(x1 + x2 + x3)− x1x

2
2 − x1x2x3

+x2x3(x1 + x2 + x3)− x1x2x3 − x2
2x3

≡ x1x
2
2 + x2

2x3

= x2
2(x1 + x2 + x3)− x3

2

≡ x3
2.

In the last lecture, we saw thatx3
2 ≡ 0 modulo the ideal.

However, our original choice, withσ321 = x2
1x2 had the advantage that each monomial inσw had

nonnegative integer coefficients. In fact, we could have takenσw0 to be the Vandermonde determinant∏
i<j(xi − xj), but the resulting system is a mess. The niceness of our original choice motivates the

following definition from Lascoux and Schutzenberger.

Definition 13.1. Let Sw0 = xn−1
1 xn−2

2 · · ·x1
n−1x

0
n. For w < w0, we define theSchubert polymomial

Sw as
Sw = ∂w−1w0

·Sw0 .

We claim that this is a ”good” definition of the Schubert polynomials in the following proposition.
First we need some notation: letδ = (n − 1, n − 2, . . . , 1, 0) ∈ [n]n. We can partially order elements
α = (α1, α2, . . . , αn) ∈ [n]n by containment, decreeing thatα ⊂ β if αi ≤ βi for all i. For such anα,
let xα = xα1

1 xα2
2 · · ·xαn

n .

Proposition 13.2. The Schubert polynomialsSw(x) have the following properties:

(1) Sw0 = xδ and Sid = 1. Moreover,Sw is a homogeneous polynomial of degree`(w) in
Z[x1, . . . , xn].

(2) The monomial terms ofSw are contained in the set of Artin monomials, i.e.Sw is contained in
theZ-span of monomial terms of the formxα for α ⊂ δ. This implies that theSw are nonzero.
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(3) If r is the last descent ofw ∈ Sn, i.e. wr > wr+1 < wr+2 < . . . < wn, thenSw is a polynomial
in x1, . . . , xr.

(4) The polynomialSw is symmetric inxi andxi+1 if and only ifwi < wi+1.
(5) Ssi = x1 + . . . + xi

(6) (Stability) Leti : Sn ↪→ Sn+1 be the natural inclusion[w1, . . . wn] 7→ [w1, . . . , wn, n+1]. Then
Sw = Si(w).

Proof. (1) By definition, Sw0 = xδ. Let w
(n)
0 = [n, n − 1, . . . , 1] andw

(n−1)
0 = [n − 1, n −

2, . . . , 1, n]. Certainlyw
(n)
0 = w

(n−1)
0 sn−1sn−2 · · · s2s1 so

Sid = ∂
w

(n)
0

·Sw0

= ∂
w

(n−1)
0

∂n−1∂n−2 · · · ∂1(xδ)

= ∂
w

(n−1)
0

∂n−1∂n−2 · · · ∂1(xn−1
1 xn−2

2 · · ·x1
n−1)

= ∂
w

(n−1)
0

∂n−1∂n−2 · · · ∂2(xn−2
1 xn−2

2 · · ·x1
n−1)

= . . .

= ∂
w

(n−1)
0

(xn−2
1 xn−3

2 · · ·x0
n−1).

But this is the Schubert polynomial indexed by the identity inSn−1. Inductively, this is equal to
1.

Finally, to see that the polynomials are homogeneous, simply note thatSw0 is homogeneous of
degreen(n− 1)/2 and that the divided difference operators preserve homogeneity and decrease
degree by 1.

(2) If xα is a monomial term withα ⊆ δ, then in computing∂i(xα), we only care about the terms
xαi

i andx
αi+1

i+1 . Last time, we saw that∂i(xαi
i x

αi+1

i+1 ) is an element of the span of monomial terms

of the formxβi
i x

βi+1

i+1 such thatβi andβi+1 are at mostmax{αi, αi+1} − 1. In particular, if

xαi
i x

αi+1

i+1 ⊆ xδ, then so are all termsxβi
i x

βi+1

i+1 with the above restrictions.
(3) This will follow from (4). If r is the last descent ofw, thenSw is symmetric inxr+1, . . . , xn.

However there isn’t anxn term inSw0 , so there can’t be anxn term inSw. Thus none of the
termsxr+1, . . . , xn appear.

(4) By Bernestein-Gelfand-Gelfand,wi < wi+1 if and only if ∂i(Sw) = 0 if and only if Sw is
symmetric inxi andxi+1.

(5) Sincesi = [1, . . . , i−1, i+1, i, i+2, . . . , n], by (4) Ssi is symmetric inx1, . . . , xi; and by(3),
Ssi is a polynomial in only these variables. By(1), Ssi is homogeneous of degree`(si) = 1.
ThusSsi = c(x1 + . . . + xi) for somec ∈ Z. If we apply∂i to Ssi , on the one hand, we must
getSsi·si = Sid = 1. On the other hand, by direct computation, we get

∂i(c(x1 + . . . + xi)) =
c(x1 + . . . + xi)− c(x1 + . . . + xi+1)

xi − xi+1
= c.

Thusc = 1.
(6) By direct computation, as in part(1).

Sw = ∂w−1w0
(xδ)

= ∂w−1w0
∂n∂n−1 · · · ∂1(xn

1xn−1
2 · · ·x2

n−1xn)
= Si(w)

�

Remark13.3.
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• In geometry, the variablesxi are the Chern classes of certain line bundlesEi/Ei−1, but this is
special to type A.
• Stability gives us a sequence on cohomology:

. . . ↪→ H∗(F`n) ↪→ H∗(F`n+1) ↪→ . . .

that sends[Xww0 ] 7→ [Xi(ww0)].

Proposition 13.4. (1) The set{Sw : w ∈ Sn} forms a basis forHn = span{xα : α ⊆ δ}.
(2) If we order the Artin monomials in reverse lexicographic order, then each Schubert polynomial

Sw can be written as a sum whose highest monomial term isxc(w).
(3) LetS∞ =

⋃∞
n=1 Sn. Then{Sw : w ∈ S∞} form a basis for the polynomials inx1, x2, . . . over

Z.

Proof. (1) Since|Sn| = n! = dim(Hn), we need only show that the Schubert polynomials are in-
dependent overZ. Suppose we have some linear combination

∑
w∈Sn

awSw = 0. In particular,
if we look at the homogeneous terms of degreek, we must have∑

w∈Sn:
l(w)=k

awSw = 0.

Now for anyu of lengthk, if we apply the divided difference operator∂u to the above sum, we
expect to get0 because each summandSw is homogeneous of degreek, and applying∂u lowers
the degree byk. On the other hand,∂u(

∑
awSw) = au, henceau = 0.

(2) We induct oǹ (w), starting from the top. CertainlySw0 = xc(w0). Suppose inductively thatSw

can be written asxcode(w) plus lower terms in reverse lexicographic order, and thatwi > wi+1.
In the diagramD(w), there are 1’s in positions(i, wi) and(i + 1, wi+1), and the former lies
above and to the right of the latter. Thus the number of free entries in theith row is at least
equal to the number of free entries in the(i + 1)th row. In terms of the code of the permutation,
c(w) = (c1, . . . , cn), ci = ci+1 + r for some nonnegativer. Now we compute the following:

∂i(xc(w)) = ∂i(xc1
1 · · ·x

ci+1+r
i x

ci+1

i+1 · · ·x
cn
n )

= (xc1
1 · · ·x

ci+1

i x
ci+1

i+1 · · ·x
cn
n ) · ∂i(xr

i+1)

= (xc1
1 · · ·x

ci+1

i x
ci+1

i+1 · · ·x
cn
n ) · (xr−1

i+1 + lower terms)

= (xc1
1 · · ·x

ci+1

i x
ci+1+r−1

i+1 · · ·xcn
n ) + lower terms

= xc(wsi) + lower terms.

(3) Any xα has the property that there is aw ∈ Sn for n large enough such thatc(w) = α. Thusxα

can be written as a linear combination ofSw and a sum of termsSv wherec(v) ⊂ c(w) by (2)
and induction. Since the Artin monomials form a basis for the ring of polynomials in thexi, so
too must theSw.

�

Corollary 13.5. We can writeSuSv ==
∑

bw
uvSw where the coefficientsbw

uv = Cww0
uw0,vw0

count inter-
section multiplicities. In particular, these coefficients are nonnegative integers.

Proposition 13.6. Letf =
∑

cixi with ci ∈ Z. Then

f ·Sw =
∑

(ci − cj)Swtij

where the sum is taken over alltij such that̀ (w) = `(wtij)− 1.
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Proof. Sincef ·Sw is homogeneous of degree`(w) + 1, we can write

f ·Sw =
∑

v:`(v)=`(w)+1

∂v(f ·Sw) ·Sv.

Let a1 · · · ap be a reduced expression forv and compute

∂v(f ·Sw) = ∂a1 · · · ∂ap(f ·Sw)
= ∂a1 · · · ∂ap−1(sap(f)∂ap(Sw) + ∂ap(f)Sw)
= . . .

= sa1 · · · sap(f)∂a1 · · · ∂ap(Sw) +
p∑

r=1

sa1 · · · ∂ar · · · sap(f) · ∂a1 · · · ∂̂ar · · · ∂ap(Sw).

Sincep = `(v) = `(w) + 1, ∂a1 · · · ∂ap(Sw) = 0. In the second summation, the only nonzero terms
will be those in whichsa1 · · · ŝar · · · sap = w. This implies thatsa1 · · · ŝar · · · sap · sap · · · sar · · · sap =
wtij for i < j such thattij = sap · · · sar · · · sap . Thus (i, j) = sap · · · sar+1(ar, ar+1) and hence
sa1 · · · ∂ar · · · sap(f) = ci − cj . �

Corollary 13.7. (Monk’s formula)

Ssr ·Sw =
∑

1≤r<j
`(w)=`(wtij)−1

Swtij

Proof. We know thatSsr = x1 + . . . + xr so we just apply the previous proposition and note that the
coefficientci 6= cj if and only if i ≤ r < j. �

Example 13.8.ComputeSs3 ·S3146527.

To do this, we need only determine which transpositions that interchange one of{3, 1, 4} with one
of {6, 5, 2, 7} increase the length of the permutation[3146527] by 1. The only such transpositions are
4↔ 5, 4↔ 6, and1↔ 2. Thus

Ss3 ·S3146527 = S3164527 + S3156427 + S3246517.

Exercise 13.9.Do any six applications of Monk’s formula.

Exercise 13.10.Prove that[Xww0 ][Xsrw0 ] =
∑

1≤r<j [Xwtijw0 ].

Open Question 13.11.ExpandSuSv via some tree using iterated applications of Monk’s formula.

Corollary 13.12. (Transition Equation) Supposew = vtrs wherer is the position of the last descent of
w ands is the largest position ofw such thatws < wr. Then

Sw = xr ·Sv +
∑

Sw′

where the sum is taken over allw′ = vtir such thati < r and`(w) = `(w′).

Proof. The polynomialxr is the simplest linear homogeneous polynomial of degree 1 that we can ask
for, so by the product formula,

xr ·Sv = Sw −
∑

Svtir

where the latter sum is taken over alli < r such that̀ (v) = `(vtir)− 1. �

Remark13.13. This is a very efficient way to multiply out Schubert polynomials without eating up as
much computer memory; it is a sort of ”depth-first” multiplication.
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14. ON ”FLAGS, SCHUBERT POLYNOMIALS , DEGENERACYLOCI, AND DETERMINANTAL

FORMULAS” BY WILLIAM FULTON.

This lecture was given by Ashesh Bakshi and Steve Klee.

14.1. Fiber Bundles. We need to introduce some definitions and facts about fiber bundles. More de-
tailed information can be found in Milnor and Stasheff’sCharacteristic Classes.

Definition 14.1. Let B be a topological space. Areal vector bundleξ of rank n (or n-plane bundle)
overB consists of a topological spaceE = E(ξ) and a continuous surjective mapp : E → B with the
following properties:

(1) For eachb ∈ B, the setp−1(b) has the structure of a realn-dimensional vector space.
(2) The bundle islocally trivial, i.e. each pointb ∈ B has a neighborhoodU and a homeomorphism

h : U × Rn → p−1(U) such that for eachb′ ∈ U , the correspondencev 7→ h(b′, v) defines an
isomorphism fromRn to p−1(b′) and the following diagram commutes: whereπ1 is projection
onto the first coordinate.

We sayB is thebase spaceof the bundle andE is thetotal spaceof the bundle. The mapp is called the
projection mapand the setp−1(b) is called thefiber overb, and is occasionally denotedFb(ξ).

Similarly, if F is a topological space, we can define afiber bundlewith fiber F to be a continuous
surjectionp : E → B such that for eachb ∈ B, p−1(b) is homeomorphic toF and such that local
triviality is satisfied.

Remark14.2. For general fiber bundles, we may require additional structure such as a Lie group action
on F . We omit these requirements at this point for the sake of simplicity. For example, in the case of a
vector bundle, the Lie groupGLn(R) acts transitively on each fiber.

Remark14.3. Depending on what we want to emphasize, we may simply say thatp : E → B is a fiber
bundle with fiberF rather than sayingξ is a fiber bundle with total spaceE, base spaceB, projection
mapp, and fiberF .

Example 14.4. Any topological spaceF can be viewed as a fiber bundle over a space consisting of a
single point{∗}.

Example 14.5. If ξ is ann-plane bundle with projectionp : E → B such thatE is homeomorphic to
B × Rn, we say thatξ is atrivial bundle.

Example 14.6. If M is a smoothn-manifold, the tangent bundleTM is a smoothn-plane bundle over
M .

Definition 14.7. If p : E → B is a bundle, asectionof the bundle is a maps : B → E such thatp ◦ s is
the identity map onB.

Sometimes it is important to construct new vector bundles from known vector bundles. The following
constructions will be of particular importance:

Definition 14.8. Supposeξ is a fiber bundle with projectionp : E → B. If U is a subset ofB, we define
the restriction ofξ to U , denotedξ|U to be the bundle with total spaceE(ξ|U) = p−1(U), base space
U (both with the subspace topology), and projection map given by the restriction ofp to E(ξ|U). It is
trivial to check that this is indeed a fiber bundle.

For our purposes, we will focus primarily on bundles whose fibers are vector spaces, projective spaces,
and flag manifolds.
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Definition 14.9. Supposeξ is a fiber bundle with fiberF and projectionp : E → B. Let X be any
space. Given a continuous mapf : X → B, we construct theinduced bundleor pullback bundlef∗ξ
overX as follows. The total spaceE(f∗ξ) is the subset ofX ×E consisting of all pairs(x, v) such that
f(x) = p(v). The projection mapp1 : E(f∗ξ) → X sends(x, v) 7→ x. There is also an induced map
f̂ : E(f∗ξ)→ E(ξ) sending(x, v) 7→ v so that the following diagram commutes.

In the specific case thatξ is ann-plane bundle, notice that the map̂f is a linear isomorphism on each
fiber off∗ξ. This motivates the following definition.

Definition 14.10. Supposep : E → B is ann-plane bundle andp′ : E′ → B′ is anm-plane bundle. A
bundle mapis a pair of continuous mapsF : E → E′ andf : B → B′ such thatp ◦F = f ◦ p′ and such
thatF is R-linear when restricted to any fiber ofp. We will usually only describe the mapF : E → E′

and use the requisite commutative diagram to induce the mapf : B → B′.

If p : E(ξ) → B is a vector bundle with fiberRn, it may be natural to ask questions about vector
subspaces of the fibers ofp. A subbundleη ⊂ ξ is ak-plane bundle overB whose total spaceE(η) is
a subspace ofE(ξ) such that over each pointb ∈ B, Fb(η) is ak-dimensional subspace ofFb(ξ). This
gives rise to one additional construction:

Definition 14.11. Supposeξ is an n-plane bundle overB and η ⊂ ξ is a k-plane subbundle. The
quotient bundleξ/η is an(n − k)-plane bundle overB. Over each pointb ∈ B, Fb(ξ/η) is the vector
space quotientFb(ξ)/Fb(η).

Remark14.12. As before, if we do not wish to emphasize the subbundleη ⊂ ξ, we may simply say that
E′ ⊂ E is ak-plane subbundle ofE. In saying this, we mean to indicate that there is a subbundleη of ξ
whose total space isE′, and whose projection map isp|E′.

Example 14.13.Supposep : E → B is ann-plane bundle. We form a new projective bundleP(E) over
B such thatFb(P(E)) = P(Fb(E)), i.e. the fiber overb in P(E) is the real projective space on the vector
spaceFb(E). We can also viewP(E) as a rank(n− 1)-vector bundle overE.

Definition 14.14. Supposeξ : E
p→ B andη : E′ p′→ B′ aren- andm−plane bundles over a common

base spaceB. We obtain the total space of new bundle Hom(ξ, η) by decreeing that for eachb ∈ B,
Fb(Hom(ξ, η)) is themn-dimensional vector space of linear maps fromp−1(b) → p′−1(b). (It takes a
fair amount of work to show that this space can be given a topology that gives it the structure of a vector
bundle.) Similarly we can obtain bundlesξ⊗ η (respectivelyξ⊕ η) by applying the tensor product (resp.
direct sum) functors to the fiber over each point. (The latter bundle is called theWhitney sumof ξ andη.)

14.2. Degeneracy Loci. In general, subbundles of vector bundles are not as easy to find as one might
expect. Using cohomology theory, it is possible to show that the tangent space of real projective space
Pn admits a line subbundle (i.e. a subbundle of rank 1) if and only ifn is odd. Moreover, the tangent
space to complex projective space never admits a line subbundle.

Now, however, we will bestow upon ourselves a most fortunate situation that is analogous to a decom-
position of a vector space into a flag of subspaces.

Definition 14.15. Supposep : E → B is a vector bundle of rankn. We sayE is afiltered vector bundle
(overB) if there is a chain of subbundlesE1 ⊂ E2 ⊂ . . . ⊂ En = E such thatEi has ranki overB.

Dually, if E = E• is a filtered vector bundle, there is a descending chain of surjective bundle maps

E = Qn → Qn−1 → . . .→ Q2 → Q1
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whereQi = E/En−i has ranki. As a means of notation, in this case we occasionally abuse notation and
write E = En � En−1 � . . . � E1 to indicate this chain of quotient bundles.

With this notation in place, supposeX is a variety, andE• andF• are filtered vector bundles of rank
n overX. If h : E → F is a bundle map then we can form a chain of maps

E1 ⊂ E2 ⊂ . . . ⊂ En
h→ Fn � Fn−1 � . . . � F1.

For any1 ≤ p, q ≤ n, we will denote the composition of bundle maps

Ep ↪→ Ep+1 ↪→ . . . ↪→ En
h→ Fn � Fn−1 � . . . � Fq

asEp → Fq.

Definition 14.16. For a permutationw ∈ Sn, we define thedegeneracy locusΩw = Ωw(h) = Ωw(h, E•, F•)
to be the subset of pointsx ∈ X such that the restricted mapEp|x→ Fq|h(x) has rank at mostrw(q, p)
for all 1 ≤ p, q ≤ n. As a means of convenience we abbreviate this by saying thatΩw is defined by the
conditions that rank(Ep → Fq) ≤ rw(q, p) for all p, q.

As in the case of flag varieties, we can use Fulton’s essential set to determine a smaller generating set
for Ωw.

Definition 14.17. In the theorem below we are using the definition that the Essential Set is the collection
of southeast corners of connected components in the permutation matrix forw after canceling south and
east from the entries(i, w(i)).

Proposition 14.18.The varietyΩw is defined by the conditions

rank(Ep → Fq) ≤ rw(q, p)

for all p andq in {1, . . . n} such that(q, p) ∈ Ess(w).

Proof. If we pick a pointx ∈ Ωw, then we know the condition that the rank of the mapEp|x → Fq|x is
bounded byrw(q, p) for all p, q is equivalent to the rank being bounded for all pairs(q, p) in the essential
set ofw. If U ⊂ X is a trivializing neighborhood ofx for all Ei (i.e. Ei|U is homeomorphic to the trivial
bundle), then the result certainly holds overU ∩ Ωw whereEp andFq have the same behavior over all
fibers. Thus the assertion holds in a neighborhood of each point inΩw. �

14.3. Flag Bundles. Suppose thatp : E → X is a rankn vector bundle over a varietyX. Theflag
bundleof E, denotedFl(E) is a vector bundle of rankn(n − 1)/2 over X with projection mapρ :
Fl(E)→ X. Sinceρ is a continuous map to the base space of a bundle, using the pullback construction
of definition14.9we can form an induced bundleρ∗E. The flag bundle comes equipped with a universal
flag of subbundlesU• of ρ∗E, with eachUi a vector bundle of ranki. The situation is as follows:

The flag bundle is universal in the following sense: iff : Y → X is a continuous map such that
f∗E has a complete flag of subbundlesV1 ⊂ V2 ⊂ . . . ⊂ Vn−1 ⊂ f∗E, then there is a unique map
f̃ : Y → Fl(E) such thatf̃∗Ui = Vi as subbundles off∗E for all i. Finally, the universal flag of
subbundles ofFl(E) gives a universal flag of quotient bundles

ρ∗E � Qn−1 � . . . � Q1

whereQi = ρ∗E/Un−i for all i.
We can constructFl(E) as a sequence of projective bundles (fiber bundles whose fiber is some projec-

tive space). Start with the canonical projection mapρ1 : P(E)→ X. Then-plane bundleρ∗1(E) admits
a universal line subbundleM1: for L ∈ P(E), let b = ρ1(L). As a point inP(E), L represents a line
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through the origin inFb(E), and the fiber overL in ρ∗1(E) is canonically isomorphic toFb(E). OverL,
takeM1 to be the collection of pointsx ∈ Fb(E) such thatx lies onL. Now we can takeP(ρ∗1E/M1),
which is aPn−2-bundle overP(E) with projection mapρ2. As before, the pullback bundleρ∗2(ρ

∗
1E)

admits a universal line subbundleM2. Iterating this process, we obtainFl(E).
We attempt to gain some intuition for the universal flag bundle with the following example, which will

be useful later.

Example 14.19.SupposeV is ann-dimensional vector space, viewed as the trivial bundle over the one
point space{b0} with projectionp : V → {b0}. The flag bundleFl(V ) is the flag manifold. Moreover,
we can explicitly describe the universal flag of subbundlesU• of ρ∗E: for a complete flagW• on V ,
Ui|W• = Wi.

Proof. We run through the above algorithm to construct the universal flag bundleFl(V ). We start by
takingP(V ), the space of linesV1 through the origin inV with projectionρ1 onto{b0}. In this case,ρ∗1V
is the trivial bundleP(V )× V with the universal line subbundleM1 = {(V1, x) ∈ P(V )× V : x ∈ V1}.

Next, we look at the projective space on the quotient bundle(P(V ) × V )/M1, and consider the
projection mapρ2 : P(ρ∗V/M1)→ P(V ). ForV1 ∈ P(V ), we can explicitly computeρ−1

2 (V1): the fiber
overV1 in ρ∗V/M1 is the vector spaceV/V1, so the fiber overV1 by ρ2 is P(V/V1). But a lineV2 through
the origin inV/V1 can be identified with a plane inV2 ⊂ V that containsV1. Thus we can identify
P(ρ∗1V/M1) with the collection of partial flagsV1 ⊂ V2 in V with projection map(V1 ⊂ V2)

ρ17→ V1.
Under this identification,ρ∗2(ρ

∗
1(V )) can be viewed as the set of triples(V2, V1, x) whereV1 ∈ P(V ) is

a line through the origin inV andV2 is a 2-plane containingV . This has a universal two-plane subbundle
M2 whose fiber over the pair(V2, V1) ∈ P(ρ∗1(V )/M1) is the set of pointsx ∈ V2, which can be used to
define a universal line subbundleM2/ρ∗2M1 overP(ρ∗V/M1).

From here, we appeal to the induction gods. �

Suppose our bundleE
p→ X admits a complete flag of subbundlesE• = E1 ⊂ E2 ⊂ . . . ⊂ En−1 ⊂

E. Thenρ∗E admits a complete flag of subbundlesρ∗E1 ⊂ . . . ⊂ ρ∗En is a complete flag of subbundles.
Thus, overFl(E) we have a map of filtered vector bundles

ρ∗E1 ⊂ . . . ⊂ ρ∗En−1 ⊂ ρ∗E = ρ∗E � Qn−1 � . . . � Q1.

Forw ∈ Sn, we can form the degeneracy locusΩw in Fl(E), denotedΩw(E•). We will show that ifX
is an irreducible variety, thenΩw(E•) is an irreducible subvariety ofFl(E) of codimensionl(w).

14.4. Schubert Varieties. We will now work in the specific case that the varietyX is a single point.
Here a bundle overX is ann-dimensional vector spaceV ; and, as noted in example14.19, the flag
bundleFl(V ) = Fl(n) is just the flag manifold with universal subbundleU•. Suppose we fix a flagV•
of vector spaces inV . For a permutationw in Sn, we look at the open Schubert cell

Xo
w = Xo

w(V•) = {W• ∈ Fl(V ) : dim(Wq ∩ Vp) = rw(q, p); p, q ∈ [n]}
and the closed Schubert variety

Xw = {W• ∈ Fl(V ) : dim(Wq ∩ Vp) ≥ rw(q, p); p, q ∈ [n]}.
Now we considerρ : Fl(V )→ X = {∗}. As before,ρ∗V is the trivial bundleFl(V )×V . Using our

fixed flagV•, we get a flag of subbundles ofFl(V )× V :

Fl(V )× V1 ⊂ Fl(V )× V2 ⊂ . . . ⊂ Fl(V )× Vn−1 ⊂ Fl(V )× V.

We also have a universal flag of quotient bundles

Fl(V )× V → Qn−1 . . .→ Q1

whereQi is the quotient bundle(Fl(V )× V )/Un−i. As in the previous section,Fl(V )× Vi = ρ∗Vi, so
we can look at the degeneracy locusΩw(V•).
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Proposition 14.20.For anyw ∈ Sn, Ωw(V•) = Xw·w0 .

Proof. Recall that the universal subbundleU• of Fl(V )× V satisfiesUi|W• = Wi for W• ∈ Fl(V ). To
compute the degeneracy locusΩw(V•), we need to compute the ranks of the maps(ρ∗V )p → Qq. For a
complete flagW•, we can compute(ρ∗V )p|W• = Vp and

Qq|W• = (ρ∗V/Un−q)|W• = ρ∗V |W•/Un−q|W• = V/Wn−q.

Thus overW•, the map(ρ∗V )p → Qq is simply the restriction of the quotient mapVp → V/Wn−q.
Now Ωw(V•) is the subvariety ofFl(V ) of all flagsW• such that the mapVp → Qq has rank at most

rw(q, p). Over a single flag, this is just a map out ofVp, so saying its rank is at mostrw(q, p) is equivalent
to saying that its kernel has dimension at leastp − rw(q, p). The kernel of the mapVp → V/Wn−q is
clearlyVp ∩Wn−q. ThusΩw(V•) is the collection of complete flags such that for allp andq,

dim(Wq ∩ Vp) ≥ p− rw(n− q, p)
= p−#{i ≤ n− q : w(i) ≤ p}
= p−#{i ≤ p : w−1(i) ≤ n− q}
= #{i ≤ p : w−1(i) > n− q}
= #{i ≤ p : w0w

−1(i) ≤ q}
= #{i ≤ q : w · w0(i) ≤ p}
= rw·w0(q, p).

But this is preciselyXw·w0 .
�

14.5. Double Schubert polynomials.To state the main theorem in this paper we will need a slight
generalization of Schubert polynomials.

Definition 14.21. LetA be a commutative ring. Recall that for each1 ≤ i ≤ n−1, thedivided difference
operator onA[x1, . . . , xn] takes a polynomialP to

(14.1) ∂iP =
P (x1, . . . , xn)− P (x1, . . . , xi−1, xx+i, xi, xi+2, . . . , xn)

xi − xi+1

Definition 14.22. Let si denote the transposition exchangingi andi+1. Thedouble Schubert polynomial
for the permutationw is a homogeneous polynomial in2n variables of degreè(w). Write w as the
productw0 · si1 · · · · · sir , wherer = `(w0)− `(w), and set

(14.2) Sw(x1, . . . , xn, y1, . . . , yn) = ∂ir ◦ · · · ◦ ∂i1(
∏

i+j≤n

(xi − yj))

Here theyi are to be regarded as constants, i.e., the operators are defined on the ringA[x1 . . . , xn], where
A is the ringZ[y1, . . . , yn].

Remark14.23. The above definition is independent of the choice ofsi1 , . . . , sij and we can recover the
ordinary Schubert polynomials asSw(x1, . . . , xn) = Sw(x1, . . . , xn, 0, . . . , 0).

Conversely, the double Schubert polynomials can be expressed in terms of ordinary Schubert polyno-
mials. For brevity, writex andy in place ofx1, . . . , xn andy1 . . . , yn (respectively.)

Fact 14.24.For any permutationw ∈ Sn,

Sw(x, y) =
∑

(−1)`(v)Su(x)Sv(y)

where the sum is over pairs of permutations(u, v) such thatv−1 · u = w and`(u) + `(v) = `(w).
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Remark14.25. SupposeA is a ring,c1, . . . , cn are elements ofA, andI is the ideal ofA[x] generated
by the polynomialsei(x) − ci where theei are the elementary symmetric functions. Notice that the
operators∂w map I to itself, and hence descend to well-defined operators, also denoted by∂w from
A[x]/I → A[x]/I.

14.6. Chern classes.Let ω : E
p→ B be a complex n-plane bundle. There are certaincharacteristic

classesin the singular cohomology ring of the base space. Working withZ/(2) coefficients, one has
the Stiefel-Whitney classes, which can be used to study diverse questions: When can a smooth closed
m-manifold be realized as the boundary of an(m + 1)-manifold? For whichm is the projective space
Pm parallelizable? For whichm can a manifold be immersed inRm?

Working instead with integer coefficients, we have for each0 ≤ i ≤ n a Chern classci(ω) ∈
H2i(B; Z). As is the case for the Stiefel-Whitney classes, they play an important role in the study of
the topology of vector bundles and manifolds, and as we’ll see below they crop up when we study the
strucutre of the Chow ring as well. A proof of the existence of Chern classes is beyond the scope of
this lecture; see Fulton’sYoung Tableax, chapter three of Fulton’sIntersection Theory, or Milnor and
Stasheff’sCharacteristic Classesfor different constructions. For now we content ourselves with listing
a few of their properties, not all of which will be used here:

Fact 14.26. (Vanishing) For any complexn-plane bundleω, ci(ω) = 0 for i > n.

Fact 14.27. (Naturality) Given complexn-plane bundlesE → B andE′ → B′, and mapsF : E → E′

andf : B → B′ so that the pair(F, f) is a bundle map (cf. definition14.10), then for eachi, ci(ω) =
f∗ci(ω′).

Definition 14.28. A short exact sequenceof vector bundles is a sequence

0→ ω′
f→ ω

g→ ω′′ → 0

of bundles over a common base spaceB such that:f andg induce the identity map on the base space,
and for eachb ∈ B, the restriction to the fiber overb

0→ ω′|b
f |b→ ω|b

g|b→ ω′′|b → 0

is a short exact sequence of linear maps between vector spaces.

Fact 14.29. (Whitney formula) If0 → ω′ → ω → ω′′ → 0 is a short exact sequence of vector bundles
overB, whereB is paracompact (or, if you prefer to avoid lengthy topological definitions, whereB is a
variety), thenck(ω) =

∑
i+j=k ci(ω′) ∪ cj(ω′′).

It is often convenient to work in the ringHΠ(B; Z) of all formal infinite seriesa = a0 + a1 + · · ·
with ai ∈ H i(B), with the product operationHΠ(B; Z)×HΠ(B; Z) ∗→ HΠ(B; Z) given by:

(a0 + a1 + · · · ) ∗ (b0 + b1 + · · · ) =
∞∑
l=0

∑
j+k=l

(aj ∪ bk) = (a0 ∪ b0) + (a1 ∪ b0 + a0 ∪ b1) + · · ·

In this ring define thetotal Chern classc(ω) = 1 + c1(ω) + c2(ω) + · · · . Two useful consequences
are the following: the total Chern class of a vector bundle is a unit in the ring and the Whitney formula
becomes simplyc(ω) = c(ω′) ∗ c(ω′′).

Definition 14.30. Let Gk(C∞) denote the complex Grassmannian ofk-planes through the origin inC∞.
Notice in particular that whenk = 1, Gk(C∞) = CP∞. Theuniversalk-plane bundleγk overGk(C∞)
is the bundle whose total space is the subset ofGk(C∞)× C∞ consisting of all pairs(V, x) such thatV
is ak-plane inC∞ andx ∈ V .
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Fact 14.31. If p : E → B is a complexk-plane bundle, then there is a mapf : B → Gk(C∞) such that
E = f∗γk.

Fact 14.32. The cohomology ringH∗(CP∞; Z) is a polynomial ring generated in degree 2 byc1(γ1).
As a corollary,H i(CP∞) = 0 for all odd integersi.

We need to introduce one final piece of notation. Supposeξ is ann-plane bundle overX andη is an
m-plane bundle overY . Theexternal tensor productof ξ andη is the bundleξ⊗̂η overX × Y whose
fiber over(x, y) is Fx(ξ)⊗ Fy(η).

Lemma 14.33. Supposeξ and η are line bundles over a common base spaceB. Thenc1(ξ ⊗ η) =
c1(ξ) + c1(η).

Proof. (The reader is invited to skip this proof if so inclined; only the statement will be of use below.)
Recall the Kunneth formula for cohomology: ifX andY are spaces, then the cross product gives an
isomorphismHk(X × Y ; Z) →

⊕
i+j=k H i(X; Z) ⊗ Hj(Y ; Z) in cases (like this one) where all the

cohomology groups are free.
Let d : B → B×B be the diagonal mapx 7→ (x, x). By Fact14.31, there are mapsf, g : B → CP∞

such thatf∗γ1 = ξ andg∗γ1 = η. We can certainly mapf × g : B × B → CP∞ × CP∞, and it is
clear that(f × g)∗(γ1⊗̂γ1) = ξ⊗̂η. Moreover,d∗(ξ⊗̂η) = ξ ⊗ η. This is illustrated in the following
commutative diagram:

By the Kunneth formula,H2(CP∞ × CP∞; Z) is isomorphic to(H2(CP∞) ⊗ H0(CP∞; Z)) ⊕
(H0(CP∞; Z) ⊗ H2(CP∞; Z)); H1(CP∞) = 0 by Fact14.32. Thusc1(γ1⊗̂γ1) can be written as
ac1(γ1) × 1 + 1 × bc1(γ1) for somea, b ∈ Z. Fix any point∗ in CP∞. To determine the constants
a and b, we consider the mapsι1 : CP∞ × {∗} → CP∞ × CP∞ sending(P, ∗) 7→ (P, ∗) and
ι2 : {∗} × CP∞ → CP∞ × CP∞ defined similarly. We can identifyι∗1(γ

1⊗̂γ1) with γ1 and hence
ι∗1(c1(γ1⊗̂γ1)) = c1(γ1)×1. Using the equation forc1(γ1⊗̂γ1) from the Kunneth formula,ι∗1(ac1(γ1)×
1 + 1× bc1(γ1)) = ac1(γ1)× 1 + 0. Thusa = 1. Similarly, b = 1.

Now by naturality, we can computec1(ξ ⊗ η):

c1(ξ ⊗ η) = d∗((f × g)∗(c1(γ1⊗̂γ1)))
= d∗((f × g)∗(c1(γ1)× 1 + 1× c1(γ1)))
= d∗(f∗(c1(γ1))× g∗1 + f∗1× g∗(c1(γ1)))
= d∗(c1(ξ)× 1 + 1× c1(η))
= c1(ξ) ∪ 1 + 1 ∪ c1(η)
= c1(ξ) + c1(η))

�

14.7. A Giambelli formula for flag bundles. The key result in the paper is the following:

Theorem 14.34.For any complete flagE• of subbundles in a vector bundleE of rankn on a nonsingular
varietyX and anyw ∈ Sn, the class ofΩw(E•) in A`(w)(Fl(E)) is given by the formula

(14.3) [Ωw(E•)] = Sw(x1, . . . , xn.y1, . . . , yn)

wherexi is the first Chern class ofker(Qi → Qi−1) andyi is the first Chern class ofEi/Ei−1.
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This proof depends on a few key facts, which we will state without proof.
First of all, let A = A∗X be the Chow ring ofX. There is a canonical (surjective) homomor-

phism fromA[x1, . . . , xn] → A∗(Fl(E)) whose kernel is the idealI generated by the polynomials
ei(x1, . . . , xn) − ci(E). As noted in14.25, this means that the divided difference operators descend to
well-defined operators onA[x1, . . . , xn]/I, and hence also onA∗(Fl(E)). We’ll also need:

Lemma 14.35.Letw ∈ Sn, 1 ≤ k < n, and setw′ = w · sk. Then

∂k([Ωw(E•)]) =

{
[Ωw′(E•)] if w(k) > w(k + 1),
0 if w(k) < w(k + 1).

Lemma 14.36.Let E be a vector bundle of rankd on a nonsingular varietyX, and lets : X → E be
a section. If the image ofs intersects the zero-section transversally, then[s−1(0)] ∈ H2dX is equal to
cd(E).

In words, the top Chern class of a complex vector bundle is Poincaré dual to the zero set of a generic
section. This theorem is well known to algebraic geometers working in the area but a concise state-
ment is hard to find. One reference containing a (somewhat) accesible proof is: W. Fulton, Equivariant
Intersection Theory, Notes by Dave Anderson, Michigan University, 2005-2006, available at:

http://www.math.lsa.umich.edu/~danderson/notes.html

Proof. (of Theorem14.34) Our first goal is to establish the formula for the longest permutationw0. The
essential set for this permutation is the collection of pairs{(p, n − p) : 1 ≤ p < n}, so the degeneracy
locus ofΩw0(E•) is determined by the condition that rank(ρ∗Ep → Qn−p) ≤ rw0(p, n − p) = 0 for
1 ≤ p < n, i.e. all these maps have rank0.

Let H =
⊕n−1

p=1 Hom(ρ∗Ep, Qn−p) and H ′ =
⊕n−2

p=1 Hom(ρ∗Ep, Qn−p−1). Over each element

W• ∈ Fl(E), the fiberH|W• is a direct sum of complex vector spaces
⊕n−1

p=1 Hom(ρ∗Ep|W• , Qn−p|W•).
An element of the fiber can be written as an(n − 1)-tuple(α1, . . . αn−1), with eachαp a C-linear map
from ρ∗Ep|W• to Qn−p|W• . Let KW• be the collection of(n− 1)-tuples making the following diagram
commute for eachp:

I claim thatK =
⋃

W•∈Fl(E) KW• is a subbundle ofH. In fact K is the kernel of a bundle map
g : H → H ′ carrying(α1, . . . , αn−1) to (β1, . . . , βn−2) where, for eachp, βp = αp+1 ◦ ιp − jn−p ◦ αp.
One can check that this map is surjective, so we have an exact sequence of bundles

0→ K ↪→ H
g→ H ′ → 0

Since Hom(ρ∗Ep|W• , Qn−p|W•) has rankp(n− p), H has rank
∑n−1

p=1 p(n− p). Similarly,H ′ has rank∑n−2
p=1 p(n−p−1), and by dimension considerations it follows thatK has rankN = n(n−1)/2. Define

a sections : Fl(E)→ K, W• 7→ (α1, . . . , αn−1), whereαp is the linear map(ρ∗Ep → Qn−p)|W• . The
zero locus is an old friend:s−1(0) = {W• ∈ Fl(E) : ρ∗Ep|W• → Qn−p|W• ≡ 0} = Ωw0 . Therefore by
lemma14.36, we can relate the class of the degeneracy locus to the Chern classes ofK:

[Ωw0(E•)] = cN (K)

.
Our goal now is to computecN (K). Recall that since we have an exact sequence of bundles

0→ K → H → H ′ → 0
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, by the Whitney formulac(H) = c(H ′)c(K). In particular, the top Chern class ofH is the product of
the top Chern class ofH ′ with cN (K). Noting the similarity between the bundlesH andH ′, we will
study the bundle Hom(ρ∗Ek, Q`). By some basic homological algebra,

Hom(ρ∗Ek, Q`) = (ρ∗Ek)∗ ⊗Q`

where(ρ∗Ek)∗ denotes the dual bundle Hom(ρ∗Ek, C). One final fact we must cite is that for a complex
bundleω, ci(ω∗) = (−1)ici(ω).

Since we have a filtration
Q` � Q`−1 � . . . � Q1

and for alli the sequence
0→ ker(Qi � Qi−1)→ Qi → Qi−1 → 0

is exact, we can decomposeQ` as a sum of line bundles:

Q` =
⊕̀
i=1

ker(Qi � Qi−1).

Similarly, by the filtration
ρ∗E1 → ρ∗E2 → . . .→ ρ∗Ek,

for all j ≤ k we get a short exact sequence

0→ ρ∗Ej−1 → ρ∗Ej → ρ∗Ej/ρ∗Ej−1 → 0.

Hence we can decomposeρ∗Ek as a sum of line bundles

ρ∗Ek =
k⊕

j=1

ρ∗Ej/ρ∗Ej−1.

Thus (since the Hom functor commutes with finite direct sums)

(ρ∗Ek)∗ =
k⊕

j=1

(ρ∗Ej/ρ∗Ej−1)∗.

This means we have reduced our study to

Hom(ρ∗Ek, Q`) =
⊕

1≤i≤k
1≤j≤`

((ρ∗Ej/ρ∗Ej−1)∗ ⊗ ker(Qi � Qi−1)) .

Since each factor of the above sum is a tensor product of line bundles, Lemma14.33implies that

c(ρ∗Ej/ρ∗Ej−1 ⊗ ker(Qi → Qi−1)) = 1 + xi − yj .

Thus by the Whitney product theorem,

c(Hom(ρ∗Ek, Q`)) =
∏

1≤i≤k
1≤j≤`

(1 + xi − yj).

Since the top Chern class of a product bundle is the product of the top Chern classes of each of its factors,
the top Chern class of Hom(ρ∗Ek, Q`) is ∏

1≤i≤k
1≤j≤`

(xi − yj).
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In particular, this means that the top Chern class ofH is the product

n−1∏
p=1

∏
1≤i≤p

1≤j≤n−p

(xi − yj)

and the top Chern class ofH ′ is
n−2∏
p=1

∏
1≤i≤p

1≤j≤n−p−1

(xi − yj).

SincecN (K) is the quotient of the top Chern classes ofH andH ′,

cN (K) =
∏

1≤i≤n−1

(xi − y1)
n−1∏
p=1

∏
1≤i≤p

(xi − yn−p)

=
∏

i+j≤n

(xi − yj)

= Sw0(x, y).

We have established the following identities:

[Ωw0(E•)] =
∏

i+j≤n

(xi − yj) = Sw0(x, y).

Now, for anyw ∈ Sn, write w = w0 · sk1 · · · · · skr , wherer = n(n − 1)/2 − `(w). Since
sk(k) > sk(k + 1) for anyk, applying Lemma14.35r times gives

[Ωw(E•)] = ∂kr ◦ · · · ◦ ∂k1([Ωw0(E•)])
= ∂kr ◦ · · · ◦ ∂k1(Sw0(x, y))
= Sw(x, y).

�

From this theorem Fulton deduces a more general statement that generalizes the above in a number of
ways:

(1) Instead of applying to a flag of subbundles inside a single bundle, it applies in the setting of a

morphism of filtered bundlesA1 ⊂ · · · ⊂ As
h→ Bt � · · ·� B1.

(2) Instead of requiring a complete flag, it allows for partial flags.
(3) It permitsX to be singular.

The proof (and even the full statement) of the generalization are out of reach; they require additional
tools from algebraic geometry and the theory of characteristic classes. (The idea of the proof is to set
E = As ⊕ Bt, embedAs in E as the graph ofh, apply the above theorem, and pull back the resulting
formula for a cohomology class inH∗(Fl(E)) to one inH∗(X).) Let’s content ourselves with a weaker
statement, still too hard to prove but strong enough to work an interesting example:

Corollary 14.37. Given a generic morphism of filtered complex vector bundlesA1 ⊂ · · · ⊂ As
h→ Bt �

· · ·� B1 on a smooth varietyX, the class of the degeneracy locus inA∗(X) is given by

[Ωw(h)] = Sw(x1, . . . , xn.y1, . . . , yn)

wherexi = c1(ker(Bi → Bi−1)) andyi = c1(Ai/Ai−1).
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Example 14.38.Let us work out one explicit computation of the class of a degeneracy locus in the Chow
ring. Supposeh : E → F is a generic map of4-plane bundles on a variety, andE1 ⊂ E2 ⊂ · · · ⊂
E4 = E andF = F4 � F3 � · · · � F1 are complete flags of subbundles and quotient bundles. Let
w = [2 4 3 1] ∈ S4. The the essential set is{(3, 1), (2, 3)}, and corresponding rank matrix is:

0 1 1 1
0 1 1 2
0 1 2 3
1 2 3 4

 .

ThereforeΩw consists of those points ofx over whichE1 → F3 is zero andE3 → F2 has rank≤ 1.
Sincew = w0 · s2 · s1,

Sw(x, y) = ∂1 ◦ ∂2((x1 − y1)(x1 − y2)(x1 − y3)(x2 − y1)(x2 − y2)(x3 − y1))
= ∂1((x1 − y1)(x1 − y2)(x1 − y3)(x2 − y1)(x3 − y1))
= (x1 − y1)(x2 − y1)(x3 − y1)(x1 + x2 − y2 − y3).

Settingxi = c1(ker(Fi � Fi−1)) andyi = c1(Ei/Ei−1), our formula yields:

[Ωw(h)] = (x1 − y1)(x2 − y1)(x3 − y1)(x1 + x2 − y2 − y3).
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