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#### Abstract

Nondegeneracy conditions that guarantee that the optimal active constraints are identified in a finite number of iterations are studied. Results of this type have only been established for a few algorithms, and then under restrictive hypothesis. The main result is a characterization of those algorithms that identify the optimal constraints in a finite number of iterations. This result is obtained with a nondegeneracy assumption which is equivalent, in the standard nonlinear programming problem, to the assumption that there is a set of strictly complementary Lagrange multipliers. As an important consequence of the authors' results the way that this characterization applies to gradient projection and sequential quadratic programming algorithms is shown.
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1. Introduction. The problem of minimizing a continuously differentiable mapping $f: R^{n} \rightarrow R$ over a nonempty closed convex set $\Omega \subset R^{n}$,

$$
\begin{equation*}
\min \{f(x): x \in \Omega\} \tag{1.1}
\end{equation*}
$$

has received considerable attention. The linearly constrained case where $\Omega$ is a polyhedron is of special interest. Our discussion centers on certain geometrical aspects that arise in the analysis of algorithms for the numerical solution of problem (1.1). We are interested in nondegeneracy conditions that guarantee that the optimal active constraints are identified in a finite number of iterations. Results of this type have only been established for a few algorithms, and then under restrictive hypothesis. Our main result is a characterization of those algorithms that identify the optimal constraints in a finite number of iterations. This result is obtained with a nondegeneracy assumption which is equivalent, in the standard nonlinear programming problem, to the assumption that there is a set of strictly complementary Lagrange multipliers. As an important consequence of our results, we show that this characterization applies to gradient projection algorithms and to sequential quadratic programming algorithms.

Motivation for this work came from recent convergence results on the gradient projection algorithm. Given an inner product norm $\|\cdot\|$, the projection into a nonempty closed convex set $\Omega$ is the mapping $P: R^{n} \rightarrow \Omega$ defined by

$$
\begin{equation*}
P(x)=\operatorname{argmin}\{\|z-x\|: z \in \Omega\} . \tag{1.2}
\end{equation*}
$$

The gradient projection algorithm is defined by

$$
\begin{equation*}
x_{k+1}=P\left(x_{k}-\alpha_{k} \nabla f\left(x_{k}\right)\right), \tag{1.3}
\end{equation*}
$$

where $\alpha_{k}>0$ is the step and $\nabla f$ is the gradient of $f$ with respect to the inner product

[^0]associated with the norm $\|\cdot\|$. The dependence of $P$ on $\Omega$ is usually clear from the context, but if there is a possibility of confusion $P_{\Omega}$ will be used to denote the projection into $\Omega$.

An interesting aspect of Dunn's [1987] work on the gradient projection algorithm is that his definition of nondegeneracy is geometric. In particular, the definition of nondegeneracy is independent of the representation of $\Omega$ by constraints, and is valid for any convex set $\Omega$. Moreover, this definition of nondegeneracy is weaker than the standard definition which requires independence of the active constraint normals and strictly complementary Lagrange multipliers. Another interesting aspect of Dunn's work is that it is not necessary to assume that $\Omega$ is a polyhedron. This is done by replacing the notion of active constraints by the notion of an open facet of $\Omega$, and showing that the gradient projection algorithm identifies the optimal facet in a finite number of iterations.

Calamai and Moré [1987] introduced the notion of the projected gradient $\nabla_{\Omega} f$, and showed that if $\left\{x_{k}\right\}$ is the sequence generated by the gradient projection algorithm then $\left\{\nabla_{\Omega} f\left(x_{k}\right)\right\}$ converges to zero. This result strengthened previous convergence results (see, for example, Bertsekas [1976] and Dunn [1981]) because it implies that any limit point of $\left\{x_{k}\right\}$ is a stationary point for problem (1.1). In the linearly constrained case, Calamai and Moré also showed that if $\left\{x_{k}\right\}$ is any sequence which converges to a stationary point $x^{*}$ that is nondegenerate in the classical sense, and if $\left\{\nabla_{\Omega} f\left(x_{k}\right)\right\}$ converges to zero, then the active constraints at $x^{*}$ are identified in a finite number of iterations. This result is of interest because it applies to any algorithm that generates a sequence $\left\{x_{k}\right\}$ such that $\left\{\nabla_{\Omega} f\left(x_{k}\right)\right\}$ converges to zero.

The concept of the face of a convex set is important to our development because the face of a polyhedron is the geometric analogue of the set of active constraints. We thus begin our development by discussing the geometry of faces. For general convex sets, our results hold if we consider the class of quasi-polyhedral faces defined in § 2. We provide a topological characterization of quasi-polyhedral faces, and in particular, we show that every face of a polyhedron is quasi-polyhedral. It is also shown that quasi-polyhedral faces are essentially the open facets of Dunn [1987]. Quasi-polyhedral faces, however, have a more transparent definition.

We consider the nondegeneracy condition of Dunn [1987] in § 3, and show that this condition is a geometric generalization of the standard strict complementarity condition. For linearly constrained problems and for convex sets defined by constraint functions that satisfy a constraint qualification, this nondegeneracy condition is shown to be equivalent to the assumption that there is a set of strictly complementary Lagrange multipliers; linear independence of the active constraint normals is not needed. We also characterize those algorithms that achieve the optimal face in a finite number of iterations. We prove that if $\left\{x_{k}\right\}$ is any sequence that converges to a nondegenerate stationary point $x^{*}$ in the relative interior of a quasi-polyhedral face, then the optimal face is identified in a finite number of iterations if and only if $\left\{\nabla_{\Omega} f\left(x_{k}\right)\right\}$ converges to zero. This characterization generalizes and extends the results of Calamai and Moré [1987], and Dunn [1987].

We consider sequential quadratic programming algorithms and gradient projection methods in $\S 4$, and show how the characterization result applies to these algorithms. In particular, we show that the sequential quadratic programming algorithm for linearly constrained problems identifies the optimal active constraints if the limit point of the iterates is nondegenerate in the sense of $\S 3$.

We finish the paper by establishing a connection between the projected gradient of $f$ and the Clarke subdifferential of the composite mapping $f \circ P$. This relationship
is of interest because it relates our results to the convergence results for nondifferentiable optimization.
2. Face geometry. We assume a basic background in convex analysis. In particular, recall that for a set $S \subset R^{n}$ the affine hull aff ( $S$ ) is the smallest affine set which contains $S$, and the relative interior ri ( $S$ ) is the interior of $S$ relative to aff ( $S$ ).

Let $\Omega$ be a convex set in $R^{n}$. A convex set $\Omega_{F} \subset \Omega$ is a face of $\Omega$ if the endpoints of any closed line segment in $\Omega$ whose relative interior intersects $\Omega_{F}$ are contained in $\Omega_{F}$. Thus, if $x$ and $y$ are in $\Omega$ and $\lambda x+(1-\lambda) y$ lies in $\Omega_{F}$ for some $0<\lambda<1$, then $x$ and $y$ must also belong to $\Omega_{F}$. This terminology is fairly standard (see, for example, Rockafellar [1970]), although other authors use the term extreme subset and reserve the term face for the extreme subsets of a polyhedron. A set $\Omega_{F} \subset \Omega$ is exposed if

$$
\begin{equation*}
\Omega_{F}=\operatorname{argmax}\{\phi(x): x \in \Omega\}, \tag{2.1}
\end{equation*}
$$

for some linear functional $\phi: R^{n} \rightarrow R$. It is not difficult to show that (2.1) implies that $\Omega_{F}$ is a face, so the term exposed face is justified. Also note that not all faces are exposed. For example, if

$$
\begin{equation*}
\Omega=\left\{\left(\xi_{1}, \xi_{2}\right): \xi_{2} \leqq\left(1-\xi_{1}^{2}\right)^{1 / 2}, 0 \leqq \xi_{1} \leqq 1\right\} \tag{2.2}
\end{equation*}
$$

then $(1,0)$ is a face of $\Omega$, but it is not an exposed face.
The key to understanding the geometry of the faces of a convex set lies in the following two well-known results (see, for example, Theorems 18.1 and 18.2 of Rockafellar [1970]).

Theorem 2.1. Let $\Omega_{F}$ be a face of the convex set $\Omega$. If $\Gamma$ is a convex subset of $\Omega$ such that ri ( $\Gamma$ ) meets $\Omega_{F}$, then $\Gamma \subset \Omega_{F}$.

This result shows that it is possible to replace line segments by convex subsets in the definition of face. Also note that it implies that the relative interior of distinct faces do not intersect. The next result shows, in particular, that each $x \in \Omega$ can be associated with a unique face of $\Omega$.

Theorem 2.2. The collection of all relative interiors of faces is a partition of a convex set $\Omega$.

We will use the notation $\Omega(x)$ to denote the unique face of $\Omega$ such that $x \in \operatorname{ri}(\Omega(x))$. For example, if $\Omega$ is defined by (2.2) then $\Omega\left(1, \xi_{2}\right)$ is independent of $\xi_{2}$ for $\xi_{2}<0$, but a new face is obtained for $\xi_{2}=0$. Note that for this $\Omega$ there are an infinite number of faces of the form $\Omega(x)$.

We now show that the tangent and normal cones at points $x$ in the relative interior of a face are independent of $x$. Recall that for a convex set $\Omega$ and a point $x$ in $\Omega$, the normal cone at $x$ is defined by

$$
N(x)=\left\{u \in R^{n}:(u, y-x) \leqq 0, y \in \Omega\right\} .
$$

The tangent cone can be defined by polarity. The polar $K^{\circ}$ of a cone $K$ in $R^{n}$ is the set of all $u \in R^{n}$ such that $(u, v) \leqq 0$ for all $v \in K$. The tangent cone $T(x)$ at $x$ is then $N(x)^{\circ}$.

Theorem 2.3. If $\Omega_{F}$ is a face of the convex set $\Omega$, then $N(x)$ is independent of $x$ for $x \in \operatorname{ri}\left(\Omega_{F}\right)$.

Proof. Let $x_{1}$ and $x_{2}$ belong to ri $\left(\Omega_{F}\right)$. Choose $u \in N\left(x_{1}\right)$ and consider the exposed face

$$
\Omega_{E} \equiv \operatorname{argmax}\{(u, x): x \in \Omega\} .
$$

Clearly, $x_{1} \in \Omega_{E}$ since $u \in N\left(x_{1}\right)$, and thus ri $\left(\Omega_{F}\right)$ meets $\Omega_{E}$. Theorem 2.1 thus shows that $\Omega_{F} \subset \Omega_{E}$. In particular, $x_{2} \in \Omega_{E}$, and thus $u \in N\left(x_{2}\right)$. This argument shows that
$N\left(x_{1}\right) \subset N\left(x_{2}\right)$. Since the argument is symmetric in $x_{1}$ and $x_{2}$, this establishes the result.

From Theorem 2.3 we see that it makes sense to speak of the normal cone and the tangent cone of a face of $\Omega$. Consequently, we make the following definition.

Definition 2.4. If $\Omega_{\mathrm{F}}$ is a face of the convex set $\Omega$, then the normal cone $\mathrm{N}\left(\Omega_{\mathrm{F}}\right)$ and the tangent cone $\mathrm{T}\left(\Omega_{\mathrm{F}}\right)$ are, respectively, the normal cone and the tangent cone at any $\mathrm{x} \in \mathrm{ri}\left(\Omega_{F}\right)$.

As opposed to general convex sets, the face structure of a polyhedron is more tractable. For example, every face of a polyhedron is exposed, while this is not the case for general convex sets. Faces of polyhedrons have several other properties that are not shared by faces in general. The property needed for our purposes can be expressed in terms of the linearity of the tangent cone of the face; for a cone $K \subset R^{n}$, the linearity $\operatorname{lin}\{K\}$ of the cone is the largest subspace contained in $K$.

Definition 2.5. A face $\Omega_{F}$ of a convex set $\Omega$ is quasi-polyhedral if

$$
\begin{equation*}
\operatorname{aff}\left(\Omega_{F}\right)=x+\operatorname{lin}\{T(x)\} \tag{2.3}
\end{equation*}
$$

for any $x \in \operatorname{ri}\left(\Omega_{F}\right)$.
The relative interior of a convex set is a quasi-polyhedral face. As another example, note that if $\Omega$ is the convex set defined by (2.2) then there are four quasi-polyhedral faces of the form $\Omega(x)$ : the relative interior of $\Omega$, the line segments $\Omega(1,-1)$ and $\Omega(0,0)$, and the point $\Omega(0,1)$. Note that the face $\Omega(1,0)$ is not quasi-polyhedral.

We only require that (2.3) hold for $x \in \operatorname{ri}\left(\Omega_{F}\right)$. This is sufficient for our purposes because Theorem 2.2 guarantees that any $x \in \Omega$ lies in the relative interior of a unique face $\Omega_{F}$. Also note that if $x \in \operatorname{ri}\left(\Omega_{F}\right)$ then aff $\left(\Omega_{F}\right)-x$ is a subspace in $T(x)$, and thus

$$
\begin{equation*}
\operatorname{aff}\left(\Omega_{F}\right) \subset x+\operatorname{lin}\{T(x)\} . \tag{2.4}
\end{equation*}
$$

This is not difficult to verify because if $z \in \operatorname{aff}\left(\Omega_{F}\right)$ then $x+\mu(z-x)$ is in aff $\left(\Omega_{F}\right)$ for all scalars $\mu$, and since $x \in \operatorname{ri}\left(\Omega_{F}\right)$, we must have $x+\mu(z-x)$ in $\Omega_{F}$ if $|\mu|$ is sufficiently small. In particular, $z$ belongs to $x+T(x)$ as desired. We now show that the reverse inclusion holds if $\Omega$ is the polyhedron defined by

$$
\begin{equation*}
\Omega=\left\{x \in R^{n}:\left(c_{j}, x\right) \geqq \delta_{j}, j=1, \cdots, m\right\} \tag{2.5}
\end{equation*}
$$

for some vectors $c_{j} \in R^{n}$ and scalars $\delta_{j}$. For future reference, we define

$$
A(x) \equiv\left\{j:\left(c_{j}, x\right)=\delta_{j}\right\}
$$

as the set of active constraints at $x$.
Theorem 2.6. If $\Omega_{F}$ is a face of the polyhedron $\Omega$ then $\Omega_{F}$ is a quasi-polyhedral face.
Proof. As noted above, we only need to show that if $x \in \operatorname{ri}\left(\Omega_{F}\right)$ then

$$
x+\operatorname{lin}\{T(x)\} \subset \operatorname{aff}\left(\Omega_{F}\right) .
$$

If $\Omega$ is the polyhedron (2.5), then a short computation verifies that

$$
\begin{equation*}
\operatorname{lin}\{T(x)\}=\left\{\nu \in R^{n}:\left(c_{j}, \nu\right)=0, j \in A(x)\right\} . \tag{2.6}
\end{equation*}
$$

Now choose $y$ in $x+\operatorname{lin}\{T(x)\}$. Then (2.6) shows that if $|\mu|$ is sufficiently small, then

$$
x_{\mu} \equiv x+\mu(y-x) \in \Omega .
$$

Since $x \in \Omega_{F}$, the definition of a face implies that $x_{\mu} \in \Omega_{F}$. Since $y \in \operatorname{aff}\left\{x, x_{\mu}\right\}$, we obtain that $y \in \operatorname{aff}\left(\Omega_{F}\right)$ as desired.

Theorems 2.2 and 2.6 show that any $x$ in a polyhedron $\Omega$ lies in the relative interior of a quasi-polyhedral face of $\Omega$. Given a set of constraints $A$ of the polyhedron (2.5), the relative interior of a quasi-polyhedral face is defined by

$$
\begin{equation*}
\text { ri }\left(\Omega_{F}\right)=\left\{x \in R^{n}:\left(c_{j}, x\right)=\delta_{j}, j \in A,\left(c_{j}, x\right)>\delta_{j}, j \notin A\right\} . \tag{2.7}
\end{equation*}
$$

Conversely, given a quasi-polyhedral face $\Omega_{F}$ of the polyhedron (2.5) the set of active constraints $A(x)$ is independent of $x \in \operatorname{ri}\left(\Omega_{F}\right)$ and satisfies (2.7) with $A=A(x)$.

A quasi-polyhedral face need not be polyhedral, and conversely, a polyhedral face need not be quasi-polyhedral. For example, the bases of a right circular cylinder are quasi-polyhedral faces but are not polyhedral. Also, all boundary line segments that connect the bases in a perpendicular fashion are polyhedral faces, but are not quasi-polyhedral.

Quasi-polyhedral faces are closely related to the concept of an open facet as defined by Dunn [1987]. Open facets are defined in terms of the orthogonal complement of the normal cone: for a set $S \subset R^{n}$ the orthogonal complement of $S$ is the subspace $S^{\perp}$ of all vectors orthogonal to $S$. A nonempty subset $\Omega_{F}$ of $\Omega$ is an open facet of $\Omega$ if there is an affine subspace $V$ such that

$$
\begin{equation*}
V=x+N(x)^{\perp} \tag{2.8}
\end{equation*}
$$

for all $x \in \Omega_{F}$, and

$$
\Omega_{F}=\operatorname{int}_{V}(\Omega \cap V),
$$

where $\operatorname{int}_{V}(\cdot)$ is the interior with respect to $V$. We now show that any open facet is the relative interior of a quasi-polyhedral face, and that the relative interior of a quasi-polyhedral face is an open facet. The following result is the first step in establishing this relationship.

Lemma 2.7. Let $K$ be a closed convex cone. Then

$$
\operatorname{lin}\{K\}=\left\{K^{\circ}\right\}^{\perp}
$$

Proof. Since $K$ is a closed convex cone, $K^{\circ \circ}=K$. Hence,

$$
\left[K^{\circ}\right]^{\perp} \subset K^{\circ \circ}=K,
$$

and since $\left[K^{\circ}\right]^{\perp}$ is a subspace,

$$
\left[K^{\circ}\right]^{\perp} \subset \operatorname{lin}\{K\} .
$$

Conversely, let $x \in \operatorname{lin}\{K\}$ and choose any $\nu \in K^{\circ}$. Then $(x, \nu) \leqq 0$, and since $-x \in$ $\operatorname{lin}\{K\}$ also, $(x, \nu) \geqq 0$. Hence, $(x, \nu)=0$, and this implies that $x \in\left[K^{\circ}\right]^{\perp}$. Thus,

$$
\operatorname{lin}\{K\} \subset\left[K^{\circ}\right]^{\perp}
$$

as desired.
Lemma 2.7 shows that if $\Omega_{F}$ is a quasi-polyhedral face then aff $\left(\Omega_{F}\right)=V$ where $V$ is defined by (2.8) for any $x \in \operatorname{ri}\left(\Omega_{F}\right)$. Since $\Omega_{F}$ is a face, a computation based on Theorem 2.1 shows that

$$
\Omega_{F}=\Omega \cap \operatorname{aff}\left(\Omega_{F}\right) .
$$

Thus $\Omega_{F}=\Omega \cap V$, and this implies that the relative interior of $\Omega_{F}$ is an open facet.
We now show that an open facet $\Omega_{F}$ is the relative interior of a quasi-polyhedral face. We begin by proving that aff $\left(\Omega_{F}\right)=V$. It is clear that aff $\left(\Omega_{F}\right)$ is in $V$. Now let $x \in \Omega_{F}$ and choose any $y \in V$. Then $x_{\mu} \equiv x+\mu(y-x)$ belongs to $V$, and since $\Omega_{F}=$ $\operatorname{int}_{V}(\Omega \cap V)$, we must have $x_{\mu} \in \Omega_{F}$ for all $\mu$ sufficiently small. Since $y \in \operatorname{aff}\left\{x, x_{\mu}\right\}$, we obtain that $y \in \operatorname{aff}\left(\Omega_{F}\right)$ as desired. This proves, in particular, that

$$
\Omega_{F}=\operatorname{ri}\left(\Omega_{F}\right)
$$

We complete the proof by showing that if $x \in \Omega_{F}$ and $\Omega(x)$ is the face of $\Omega$ with $x \in \operatorname{ri}(\Omega(x))$, then $\Omega_{F} \in \operatorname{ri}(\Omega(x))$ and $\Omega(x)$ is quasi-polyhedral. Theorem 2.2 guarantees the existence of $\Omega(x)$. Also note that since $\Omega_{F}$ is convex and $x \in \Omega_{F}=\operatorname{ri}\left(\Omega_{F}\right)$, Theorem 2.1 shows that $\Omega_{F} \subset \Omega(x)$. Thus aff $\left(\Omega_{F}\right) \subset \operatorname{aff}(\Omega(x))$, and since (2.4) holds for any $x \in \operatorname{ri}\left(\Omega_{F}\right)$,

$$
\text { aff }(\Omega(x)) \subset x+\operatorname{lin}\{T(x)\}=\operatorname{aff}\left(\Omega_{F}\right)
$$

This proves that $\Omega(x)$ is a quasi-polyhedral face and that aff $(\Omega(x))=\operatorname{aff}\left(\Omega_{F}\right)=V$. Hence

$$
\operatorname{ri}(\Omega(x)) \subset \operatorname{int}_{V}(\Omega \cap V)=\Omega_{F},
$$

and since $\Omega_{F} \subset \Omega(x)$,

$$
\Omega_{F}=\operatorname{ri}\left(\Omega_{F}\right) \subset \operatorname{ri}(\Omega(x)) .
$$

This proves that the open facet $\Omega_{F}$ is the relative interior of the quasi-polyhedral face $\Omega(x)$.

Although the definition of a quasi-polyhedral face appears to be purely geometric, we show in our next result that a topological characterization is possible. This is the main result of this section and is employed in the following section to relate the analytic behavior of sequences in $\Omega$ to their geometric behavior.

Theorem 2.8. Let $\Omega_{F}$ be a nonempty face of the convex set $\Omega$. Then $\Omega_{F}$ is a nonempty quasi-polyhedral face if and only if $\Omega_{F}+N\left(\Omega_{F}\right)$ has an interior. In either case,

$$
\operatorname{int}\left\{\Omega_{F}+N\left(\Omega_{F}\right)\right\}=\operatorname{ri}\left(\Omega_{F}\right)+\operatorname{ri}\left(N\left(\Omega_{F}\right)\right)
$$

Proof. Assume that $\Omega_{F}+N\left(\Omega_{F}\right)$ has an interior. Since (2.4) holds, we only need to show that

$$
x+\operatorname{lin}\{T(x)\} \subset \operatorname{aff}\left(\Omega_{F}\right)
$$

for any $x \in \operatorname{ri}\left(\Omega_{F}\right)$. Since $\left(\operatorname{aff}\left(\Omega_{F}\right)-x\right)+\operatorname{span}\left\{N\left(\Omega_{F}\right)\right\}$ is a subspace with a nonempty interior,

$$
R^{n}=\left(\operatorname{aff}\left(\Omega_{F}\right)-x\right)+\operatorname{span}\left\{N\left(\Omega_{F}\right)\right\} .
$$

Now choose $z \in \operatorname{lin}\{T(x)\}$. Then $z=x_{1}+x_{2}$ where $x_{1} \in \operatorname{aff}\left(\Omega_{F}\right)-x$ and $x_{2} \in$ span $\left\{N\left(\Omega_{F}\right)\right\}$. We claim that $x_{2} \in \operatorname{span}\left\{N\left(\Omega_{F}\right)\right\}^{\perp}$, and thus that $x_{2}=0$. Note that (2.4) guarantees that $x_{1} \in \operatorname{lin}\{T(x)\}$, and since $z \in \operatorname{lin}\{T(x)\}$ also, we must have $x_{2}=z-x_{1}$ in $\operatorname{lin}\{T(x)\}$. Lemma 2.7 then yields that $x_{2} \in \operatorname{span}\left\{N\left(\Omega_{F}\right)\right\}^{\perp}$ because span $\{S\}^{\perp}=S^{\perp}$ for any set $S$. We conclude that $x_{2}=0$, and thus $z$ belongs to aff $\left(\Omega_{F}\right)-x$. Hence, $x+z \in \operatorname{aff}\left(\Omega_{F}\right)$ as desired.

Now assume that $\Omega_{F}$ is a quasi-polyhedral face, and choose $z$ in the set ri $\left(\Omega_{F}\right)+$ ri $\left(N\left(\Omega_{F}\right)\right)$. Then $z=x_{1}+x_{2}$ where $x_{1} \in \operatorname{ri}\left(\Omega_{F}\right)$ and $x_{2} \in \operatorname{ri}\left(N\left(\Omega_{F}\right)\right)$. We can also choose $\varepsilon>0$ so that if $B$ is the unit ball then

$$
\begin{equation*}
\left(x_{1}+\varepsilon B\right) \cap \operatorname{aff}\left(\Omega_{F}\right) \subset \Omega_{F} \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(x_{2}+\varepsilon B\right) \cap \operatorname{aff}\left(N\left(\Omega_{F}\right)\right) \subset N\left(\Omega_{F}\right) \tag{2.10}
\end{equation*}
$$

We now show that $z+\nu$ belongs to $\Omega_{F}+N\left(\Omega_{F}\right)$ for any $\nu \in R^{n}$ with $\|\nu\| \leqq \varepsilon$. Since $\Omega_{F}$ is quasi-polyhedral, Lemma 2.7 implies that

$$
\operatorname{aff}\left(\Omega_{F}\right)-x_{1}=\operatorname{lin}\left\{T\left(\Omega_{F}\right)\right\}=N\left(\Omega_{F}\right)^{\perp} .
$$

Thus aff $\left(\Omega_{F}\right)-x_{1}$ is the orthogonal complement of the subspace aff $\left(N\left(\Omega_{F}\right)\right)$, and therefore we can decompose $\nu$ as $\nu_{1}+\nu_{2}$ where $\left(\nu_{1}, \nu_{2}\right)=0$ and

$$
\nu_{1} \in \operatorname{aff}\left(\Omega_{F}\right)-x_{1}, \quad \nu_{2} \in \operatorname{aff}\left(N\left(\Omega_{F}\right)\right)
$$

Clearly, $\left\|\nu_{1}\right\| \leqq \varepsilon$ and $x_{1}+\nu_{1}$ belongs to aff $\left(\Omega_{F}\right)$. Hence (2.9) implies that $x_{1}+\nu_{1}$ is in $\Omega_{F}$. Similarly, $\left\|\nu_{2}\right\| \leqq \varepsilon$ and $x_{2}+\nu_{2}$ belongs to aff ( $N\left(\Omega_{F}\right)$ ). Hence (2.10) implies that $x_{2}+\nu_{2}$ is in $N\left(\Omega_{F}\right)$. This shows that $z+\nu$ belongs to $\Omega_{F}+N\left(\Omega_{F}\right)$, and thus

$$
\operatorname{ri}\left(\Omega_{F}\right)+\operatorname{ri}\left(N\left(\Omega_{F}\right)\right) \subset \operatorname{int}\left\{\Omega_{F}+N\left(\Omega_{F}\right)\right\} .
$$

The reverse inclusion is established by noting that

$$
\operatorname{int}\left\{\Omega_{F}+N\left(\Omega_{F}\right)\right\}=\operatorname{ri}\left\{\Omega_{F}+N\left(\Omega_{F}\right)\right\}=\operatorname{ri}\left(\Omega_{F}\right)+\operatorname{ri}\left(N\left(\Omega_{F}\right)\right) .
$$

The first equality holds because the definition of the relative interior shows that if the interior of a convex set is not empty then the interior agrees with the relative interior. The second equality holds because the relative interior of the sum of convex sets is the sum of the relative interiors. This result is classical. See, for example, Corollary 6.6.2 of Rockafellar [1970].
3. Nondegeneracy and faces. Let $f: R^{n} \rightarrow R$ be a continuously differentiable mapping over a nonempty closed convex set $\Omega \subset R^{n}$, and consider a sequence $\left\{x_{k}\right\}$ which converges to a point $x^{*} \in \Omega$ that satisfies the first order necessary conditions for optimality for problem (1.1). Theorem 2.2 guarantees that $x^{*} \in \operatorname{ri}\left(\Omega_{F}\right)$ for some face $\Omega_{F}$ of $\Omega$. In this section we assume that $\Omega_{F}$ is quasi-polyhedral, and study conditions which guarantee that $x_{k} \in \operatorname{ri}\left(\Omega_{F}\right)$ for all $k$ sufficiently large.

Any point $x^{*}$ which satisfies the first order necessary conditions for optimality of problem (1.1) is a stationary point for problem (1.1). The standard first order conditions are that

$$
\left(\nabla f\left(x^{*}\right), x-x^{*}\right) \geqq 0, \quad x \in \Omega .
$$

An equivalent characterization in terms of the normal cone is that $x^{*}$ is a stationary point if

$$
\begin{equation*}
-\nabla f\left(x^{*}\right) \in N\left(x^{*}\right) \tag{3.1}
\end{equation*}
$$

If $\Omega$ is a convex set of the form

$$
\begin{equation*}
\Omega=\left\{x \in R^{n}: c_{j}(x) \geqq 0, j=1, \cdots, m\right\}, \tag{3.2}
\end{equation*}
$$

for some differentiable functions $c_{j}: R^{n} \rightarrow R$, then stationary points are related to Kuhn-Tucker points if the constraint functions satisfy a constraint qualification. We shall use the Guignard [1969] constraint qualification which requires that

$$
T(x)=\left\{\nu \in R^{n}:\left(\nu, \nabla c_{i}(x)\right) \geqq 0, j \in A(x)\right\} .
$$

Gould and Tolle [1971] proved that the Guignard constraint qualification is the weakest condition that guarantees that a stationary point is a Kuhn-Tucker point. Note that if the constraint functions defining $\Omega$ are affine, then the Guignard constraint qualification is satisfied at every point in $\Omega$. Also note that the Guignard constraint qualification implies that $N(x)$ is a polyhedral cone, that is, a cone of the form

$$
\begin{equation*}
K=\left\{\nu: \nu=\sum_{i=1}^{m} \lambda_{i} \nu_{i}, \lambda_{i} \geqq 0, \nu_{i} \in R^{n}\right\} . \tag{3.3}
\end{equation*}
$$

In fact, the Farkas lemma implies that if the Guignard constraint qualification holds at $x \in \Omega$ then

$$
N(x)=\left\{\nu \in R^{n}: \nu=-\sum_{i \in A(x)} \lambda_{i} \nabla c_{i}(x), \lambda_{i} \geqq 0\right\} .
$$

Thus the normal cone is generated by the negatives of the active constraint gradients.
Definition 3.1. A stationary point $x^{*}$ of problem (1.1) is nondegenerate if

$$
-\nabla f\left(x^{*}\right) \in \operatorname{ri}\left(N\left(x^{*}\right)\right) .
$$

Dunn [1987] introduced this definition of nondegeneracy and used it to show that the gradient projection method identifies the optimal face in a finite number of iterations. We shall show that this result can be extended considerably.

We claim that Definition 3.1 is a generalization of the strict complementarity condition. The classical definition of strict complementarity only applies to KuhnTucker pairs when $\Omega$ is defined by a system of equations and inequalities. If the multipliers are not unique, then the active constraint normals are linearly dependent, and thus there is a set of Lagrange multipliers which fails the strict complementarity condition. We show this as follows. If

$$
\nabla f(x)=\sum_{i \in \mathcal{A}(x)} \lambda_{i} \nabla c_{i}(x), \quad \lambda_{i} \geqq 0,
$$

but the active constraint normals $\nabla c_{i}(x)$ are linearly dependent, then there are constants $\mu_{i}$, not all zero, such that

$$
\nabla f(x)=\sum_{i \in A(x)}\left(\lambda_{i}+\alpha \mu_{i}\right) \nabla c_{i}(x)
$$

for any $\alpha$. We can choose $\alpha$ so that $\lambda_{i}+\alpha \mu_{i} \geqq 0$, but with $\lambda_{i}+\alpha \mu_{i}=0$ for at least one $i \in A(x)$. Thus $\lambda_{i}+\alpha \mu_{i}$ is a set of multipliers which fails the strict complementarity condition.

We now show that if $\Omega$ satisfies the Guignard constraint qualification then Definition 3.1 only requires the existence of some set of strictly complementary Lagrange multipliers. Since the Guignard constraint qualification implies that the normal cone is generated by the negative of the active constraint normals, we justify this claim by assuming that $N(x)$ is a polyhedral cone.

Lemma 3.2. If $K$ is the polyhedral cone (3.3) then $\nu \in \operatorname{ri}(K)$ if and only if $\nu \in$ $\operatorname{span}\left\{\nu_{i}: 1 \leqq i \leqq m\right\}$ with coefficients $\lambda_{i}>0$ for $i=1, \cdots, m$.

Proof. Assume that $\nu \in \operatorname{span}\left\{\nu_{i}: 1 \leqq i \leqq m\right\}$ with coefficients $\lambda_{i}>0$ for $i=1, \cdots, m$. Note that if $K$ is the polyhedral cone (3.3) then

$$
\operatorname{aff}(K)=\operatorname{span}\left\{\nu_{i}: i=1, \cdots, m\right\}
$$

and let $I$ be such that $\left\{\nu_{i}: i \in I\right\}$ is a basis for aff $(K)$. The linear independence of $\left\{\nu_{i}: i \in I\right\}$ shows that there is an $\varepsilon>0$ such that if $w \in \operatorname{aff}(K)$ and $\|w\| \leqq \varepsilon$, then

$$
w=\sum_{i \in I} \mu_{i} \nu_{i}, \quad\left|\mu_{i}\right|<\min \left\{\lambda_{i}: i=1, \cdots, m\right\} .
$$

Hence, $v+w$ is in $K$, and thus $v \in \operatorname{ri}(K)$. Conversely, assume that $v \in \operatorname{ri}(K)$, and choose any $v_{0}$ in span $\left\{v_{i}: 1 \leqq i \leqq m\right\}$ with coefficients $\lambda_{i}>0$ for $i=1, \cdots, m$. Since $v \in \operatorname{ri}(K)$, there is an $\alpha>1$ such that $\alpha \nu+(1-\alpha) \nu_{0}$ belongs to $K$. Hence,

$$
\nu \in\left(\frac{1}{\alpha} K+\left(1-\frac{1}{\alpha}\right) \nu_{0}\right),
$$

and thus $\nu \in \operatorname{span}\left\{\nu_{i}: 1 \leqq i \leqq m\right\}$ with coefficients $\lambda_{i}>0$ for $i=1, \cdots, m$.

Lemma 3.2 shows that if $\Omega$ is a convex set of the form (3.2), and if the Guignard constraint qualification holds at $x^{*}$, then $x^{*}$ is a nondegenerate Kuhn-Tucker point if and only if

$$
\nabla f\left(x^{*}\right)=\sum_{i \in A\left(x^{*}\right)} \lambda_{i} \nabla c_{i}\left(x^{*}\right), \quad \lambda_{i}>0 .
$$

In other words, $x^{*}$ is a nondegenerate Kuhn-Tucker point if and only if there is a set of strictly complementary Lagrange multipliers.

Definition 3.1 applies even in those cases where $N\left(x^{*}\right)$ fails to be polyhedral. For example, if $\Omega$ is the cone defined by

$$
\Omega=\left\{\left(\xi_{1}, \xi_{2}, \xi_{3}\right): \xi_{3} \geqq 0, \xi_{3}^{2} \geqq \xi_{1}^{2}+\xi_{2}^{2}\right\},
$$

then $N(0)$ is not polyhedral, but it is clear that Definition 3.1 makes sense. Note that the constraint functions which define $\Omega$ do not satisfy the Guignard constraint qualification at the origin.

The characterization of algorithms that generate sequences $\left\{x_{k}\right\}$ such that $x_{k} \in$ ri $\left(\Omega_{F}\right)$ for all $k$ sufficiently large is in terms of the projected gradient $\nabla_{\Omega} f$ which is defined by

$$
\nabla_{\Omega} f(x) \equiv \operatorname{argmin}\{\|\nu+\nabla f(x)\|: \nu \in T(x)\}
$$

Since $T(x)$ is a nonempty closed convex set, this defines $\nabla_{\Omega} f(x)$ uniquely. Note that $\nabla_{\Omega} f(x)$ is the projection of $-\nabla f(x)$ into $T(x)$, that is,

$$
\nabla_{\Omega} f(x)=P_{T(x)}[-\nabla f(x)] .
$$

This definition of the projected gradient was used by Calamai and Moré [1987] in their work on the projected gradient. They showed, in particular, that if $\left\{x_{k}\right\}$ is the sequence generated by the gradient projection algorithm, then $\left\{\nabla_{\Omega} f\left(x_{k}\right)\right\}$ converges to zero. In the next section we show that sequential quadratic programming algorithms also force $\left\{\nabla_{\Omega} f\left(x_{k}\right)\right\}$ to zero.

The projected gradient shares many properties with the standard gradient. For example, $\nabla_{\Omega} f\left(x^{*}\right)=0$ if and only if $x^{*}$ is a stationary point for problem (1.1). In general $\nabla_{\Omega} f$ is not continuous because it depends on the tangent cone. However, Calamai and Moré [1987] prove that $\left\|\nabla_{\Omega} f(\cdot)\right\|$ is lower semicontinuous, and Theorem 2.3 shows that $\nabla_{\Omega} f$ is continuous on the relative interior of any face of $\Omega$.

The proof of the characterization result relies on the following technical lemma.
Lemma 3.3. Assume that $\Omega_{F}$ is a quasi-polyhedral face of the convex set $\Omega$ with $x^{*} \in \operatorname{ri}\left(\Omega_{F}\right)$ and $d^{*} \in \operatorname{ri}\left(N\left(\Omega_{F}\right)\right)$. If $x_{k} \in \Omega$ and $d_{k} \in N\left(x_{k}\right)$, and the sequences $\left\{x_{k}\right\}$ and $\left\{d_{k}\right\}$ converge to $x^{*}$ and $d^{*}$, respectively, then $x_{k} \in \mathrm{ri}\left(\Omega_{F}\right)$ for all $k$ sufficiently large.

Proof. Theorem 2.8 guarantees that

$$
x^{*}+d^{*} \in \operatorname{int}\left\{\Omega_{F}+N\left(\Omega_{F}\right)\right\}
$$

and since $\left\{x_{k}+d_{k}\right\}$ converges to $x^{*}+d^{*}$,

$$
x_{k}+d_{k} \in \operatorname{int}\left\{\Omega_{F}+N\left(\Omega_{F}\right)\right\} .
$$

We now claim that if $P$ is the projection into $\Omega$, then $P(u+v)=u$ for any $u \in \Omega$ and $v \in N(u)$. The validity of this observation is established by noting that $P(x)$ is characterized by the requirement that $x-P(x)$ be in the normal cone $N(P(x))$. Hence, Theorem 2.8 and this observation yield that

$$
\begin{equation*}
x_{k}=P\left(x_{k}+d_{k}\right) \in P\left(\operatorname{ri}\left(\Omega_{F}\right)+\operatorname{ri}\left(N\left(\Omega_{F}\right)\right)\right) \tag{3.4}
\end{equation*}
$$

for all $k$ sufficiently large. Now note that if $u \in \operatorname{ri}\left(\Omega_{F}\right)$ and $v \in \operatorname{ri}\left(N\left(\Omega_{F}\right)\right)$ then Theorem 2.3 implies that $v \in N(u)$. Hence, $P(u+v)=u \in \operatorname{ri}\left(\Omega_{F}\right)$. In particular,

$$
P\left(\operatorname{ri}\left(\Omega_{F}\right)+\operatorname{ri}\left(N\left(\Omega_{F}\right)\right)\right) \subset \operatorname{ri}\left(\Omega_{F}\right)
$$

Thus (3.4) implies that $x_{k} \in \operatorname{ri}\left(\Omega_{F}\right)$ as desired.
The gradient and the projected gradient are related via the Moreau decomposition: If $K$ is a closed convex cone then every $x \in R^{n}$ can be uniquely expressed as

$$
x=P_{K}(x)+P_{K^{\circ}}(x) .
$$

This result can be found, for example, as Lemma 2.2 of Zarantonello [1971]. An immediate consequence of this decomposition is that

$$
\left\|\nabla_{\Omega} f(x)\right\|=\operatorname{dist}(-\nabla f(x), N(x))
$$

where

$$
\operatorname{dist}(y, \Gamma) \equiv \inf \{\|y-x\|: x \in \Gamma\}
$$

is the distance function for the set $\Gamma$. We now show that the main result of this section is a consequence of the Moreau decomposition and Lemma 3.3.

Theorem 3.4. Let $f: R^{n} \rightarrow R$ be continuously differentiable over a nonempty closed convex set $\Omega$, and assume that $\left\{x_{k}\right\}$ is a sequence in $\Omega$ which converges to a nondegenerate stationary point $z^{*}$. If $\Omega_{F}$ is a quasi-polyhedral face of $\Omega$ with $x^{*} \in \operatorname{ri}\left(\Omega_{F}\right)$, then $x_{k} \in \operatorname{ri}\left(\Omega_{F}\right)$ for all $k$ sufficiently large if and only if $\left\{\nabla_{\Omega} f\left(x_{k}\right)\right\}$ converges to zero.

Proof. If $x_{k} \in \operatorname{ri}\left(\Omega_{F}\right)$ for all $k$ sufficiently large, then Theorem 2.3 shows that

$$
\nabla_{\Omega} f\left(x_{k}\right)=P_{T\left(x^{*}\right)}\left[-\nabla f\left(x_{k}\right)\right] .
$$

Since $\nabla f$ is continuous, and since $x^{*}$ is a stationary point of problem (1.1), we obtain that $\left\{\nabla_{\Omega} f\left(x_{k}\right)\right\}$ converges to zero. For the converse define

$$
d_{k}=P_{N\left(x_{k}\right)}\left[-\nabla f\left(x_{k}\right)\right],
$$

and note that the Moreau decomposition of $-\nabla f\left(x_{k}\right)$ yields

$$
-\nabla f\left(x_{k}\right)=\nabla_{\Omega} f\left(x_{k}\right)+d_{k} .
$$

Since $\left\{\nabla_{\Omega} f\left(x_{k}\right)\right\}$ converges to zero, and since $x^{*}$ is nondegenerate,

$$
\lim _{k \rightarrow \infty} d_{k}=d^{*} \equiv-\nabla f\left(x^{*}\right) \in \operatorname{ri}\left(N\left(\Omega_{F}\right)\right) .
$$

Thus, Lemma 3.3 shows that $x_{k} \in \operatorname{ri}\left(\Omega_{F}\right)$ for all $k$ sufficiently large.
We now show that if $x^{*}$ is a nondegenerate stationary point and if $N\left(x^{*}\right)$ has a nonempty interior, then finite termination is obtained.

Corollary 3.5. Let the hypothesis of Theorem 3.4 hold. If $N\left(x^{*}\right)$ has a nonempty interior and $\left\{\nabla_{\Omega} f\left(x_{k}\right)\right\}$ converges to zero, then $x_{k}=x^{*}$ for all $k$ sufficiently large.

Proof. The result follows from Theorem 3.4 once we show that $\left\{x^{*}\right\}$ is a quasipolyhedral face. If $\Omega\left(x^{*}\right)$ is the face of $\Omega$ with $x^{*} \in \operatorname{ri}\left(\Omega\left(x^{*}\right)\right)$ then $\Omega\left(x^{*}\right)+N\left(x^{*}\right)$ has an interior, and thus Theorem 2.8 shows that $\Omega\left(x^{*}\right)$ is quasi-polyhedral. Moreover, since int $\left(N\left(x^{*}\right)\right)$ is not empty, the linearity of $T\left(x^{*}\right)$ is $\{0\}$. Thus $\left\{x^{*}\right\}=\Omega\left(x^{*}\right)$ is a quasi-polyhedral face.

The proof of this result shows that if $N\left(x^{*}\right)$ has a nonempty interior then $\left\{x^{*}\right\}$ is a quasi-polyhedral face of $\Omega$. The converse of this statement is easily established. We also claim that if $N\left(x^{*}\right)$ has a nonempty interior then $x^{*}$ is an extreme point of $\Omega$. We prove this by assuming that $x^{*}=\lambda x_{1}+(1-\lambda) x_{2}$ for some $0<\lambda<1$ and $x_{1}, x_{2}$ in
$\Omega$. Then span $\left\{x_{2}-x_{1}\right\}$ is in $T\left(x^{*}\right)$, and thus $x_{1}=x_{2}$. Note that the converse fails because an extreme point of a general convex set may have $N\left(x^{*}\right)$ with a nonempty interior. However, if $\Omega$ is a polyhedron then any extreme point $x^{*}$ has a normal cone $N\left(x^{*}\right)$ with a nonempty interior.

If $\Omega$ is a polyhedron then any $x^{*}$ in $\Omega$ is in the relative interior of a quasi-polyhedral face. Theorem 3.4 simplifies in this situation, and we can express our results in terms of the active constraints.

Corollary 3.6. Let $f: R^{n} \rightarrow R$ be continuously differentiable on the polyhedron $\Omega$, and assume that $\left\{x_{k}\right\}$ is a sequence in $\Omega$ which converges to a nondegenerate stationary point $x^{*}$. Then $A\left(x_{k}\right)=A\left(x^{*}\right)$ for all $k$ sufficiently large if and only if $\left\{\nabla_{\Omega} f\left(x_{k}\right)\right\}$ converges to zero.

Proof. We only need to show that $A(x)$ is independent of $x \in \operatorname{ri}\left(\Omega_{F}\right)$. If $\Omega$ is the polyhedron (2.5) and $x_{1}$ and $x_{2}$ are in ri $\left(\Omega_{F}\right)$, then by definition, $x_{1}-x_{2}$ is in $\operatorname{lin}\left\{T\left(x_{1}\right)\right\}$. Thus (2.6) implies that if $i \in A\left(x_{1}\right)$ then $\left(c_{i}, x_{1}-x_{2}\right)=0$. Hence, $A\left(x_{1}\right)$ is a subset of $A\left(x_{2}\right)$. Since the argument is symmetric in $x_{1}$ and $x_{2}$, the result holds.

The characterization result of Corollary 3.6 extends and generalizes the result of Calamai and Moré [1987] which states that if $\left\{x_{k}\right\}$ is any sequence in $\Omega$ which converges to a point $x^{*}$, which is nondegenerate stationary in the standard sense, then $A\left(x_{k}\right)=$ $A\left(x^{*}\right)$ for all $k$ sufficiently large provided $\left\{\nabla_{\Omega} f\left(x_{k}\right)\right\}$ converges to zero.
4. Algorithms. We have established that if the stationary point is nondegenerate and lies in the relative interior of a quasi-polyhedral face, then any algorithm that forces the projected gradient $\nabla_{\Omega} f$ to zero attains the optimal face in a finite number of iterations. In particular, if $\Omega$ is a polyhedron, then any such algorithm identifies the optimal active constraints in a finite number of iterations, and if the Kuhn-Tucker point $x^{*}$ is an extreme point of $\Omega$, then $x^{*}$ is attained in a finite number of iterations. In this section we show how these results apply to the sequential quadratic programming algorithm and to the gradient projection algorithm.

We first examine the sequential quadratic programming algorithm. Let $f: R^{n} \rightarrow R$ be a continuously differentiable mapping over a nonempty closed set $\Omega \subset R^{n}$, and consider the subproblem

$$
\begin{equation*}
\min \left\{q_{k}(w): x_{k}+w \in \Omega\right\} \tag{4.1}
\end{equation*}
$$

where $x_{k} \in \Omega$ and $q_{k}: R^{n} \rightarrow R$ is the quadratic

$$
q_{k}(w)=\left(\nabla f\left(x_{k}\right), w\right)+\frac{1}{2}\left(w, B_{k} w\right),
$$

for some symmetric matrix $B_{k} \in R^{n \times n}$. If $p_{k}$ is a solution of subproblem (4.1) then the next iterate is defined by setting $x_{k+1}=x_{k}+\alpha_{k} p_{k}$ where $\alpha_{k}>0$ is the step.

For a general convex set $\Omega$ and $B_{k} \equiv 0$, the algorithm outlined above is the conditional gradient algorithm, while if $B_{k}=\nabla^{2} f\left(x_{k}\right)$, this algorithm is Newton's method for the constrained problem (1.1). If $\Omega$ is a polyhedron then subproblem (4.1) reduces to the standard sequential quadratic programming algorithm for linearly constrained problems. Indeed, $x_{k}+w$ belongs to the polyhedron (2.5) if and only if $\left(c_{j}, x_{k}+w\right) \geqq \delta_{j}$ for $1 \leqq j \leqq m$.

It is worthwhile noting that an algorithm based on (4.1) can be implemented efficiently for certain kinds of nonpolyhedral convex sets. For example, if

$$
\Omega=\left\{x \in R^{n}:(x, D x) \leqq \delta\right\}
$$

for some positive definite matrix $D \in R^{n \times n}$ and scalar $\delta>0$, then the algorithm developed by Moré and Sorensen [1983] determines the global minimizer of (4.1) for a general matrix $B_{k}$.

We do not elaborate on the choice of $B_{k}$ and $\alpha_{k}$ since it is not our purpose to establish the convergence of this method. Convergence results for the conditional gradient method and for Newton's method can be found, for example, in the works of Daniel [1971], Pshenichny and Danilin [1978], and Dunn [1980]. For linearly constrained problems, Garcia-Palomares [1975] established convergence of the sequential quadratic programming algorithm. Other convergence results can be obtained by specializing the results for nonlinear programming problems. See, for example, Burke and Han [1986], Powell [1983], and Han [1977].

In our analysis we restrict our attention to those cases in which $\left\{B_{k}\right\}$ is bounded and the above algorithm returns a convergent sequence $\left\{x_{k}\right\}$ whose limit $x^{*}$ is a stationary point for problem (1.1). We also assume that $\left\{p_{k}\right\}$ converges to zero. This assumption is satisfied for the standard choices of $\alpha_{k}$ if, for example, $B_{k}$ is uniformly positive definite for all $k$ sufficiently large.

Theorem 4.1. Let $f: R^{n} \rightarrow R$ be continuously differentiable over a nonempty closed convex set $\Omega$, and assume that $\left\{x_{k}\right\}$ is a bounded sequence in $\Omega$ and that $p_{k}$ is a stationary point of (4.1). If $\left\{B_{k}\right\}$ is bounded and $\left\{p_{k}\right\}$ converges to zero, then $\left\{\nabla_{\Omega} f\left(x_{k}+p_{k}\right)\right\}$ converges to zero.

Proof. Let $N(\Gamma, x)$ be the normal cone of the convex set $\Gamma$ at $x$. Since $p_{k}$ is a stationary point of subproblem (4.1), the first order conditions for this subproblem imply that

$$
\begin{equation*}
-\nabla q_{k}\left(p_{k}\right) \in N\left(\Omega-x_{k}, p_{k}\right)=N\left(\Omega, x_{k}+p_{k}\right) \tag{4.2}
\end{equation*}
$$

The relationship $N\left(\Omega-x_{k}, p_{k}\right)=N\left(\Omega, x_{k}+p_{k}\right)$ follows from the definition of a normal cone. We now claim that

$$
\begin{equation*}
\left\|\nabla_{\Omega} f\left(x_{k}+p_{k}\right)\right\| \leq\left\|\nabla f\left(x_{k}+p_{k}\right)-\nabla q_{k}\left(p_{k}\right)\right\| . \tag{4.3}
\end{equation*}
$$

This claim is verified by noting that the Moreau decomposition implies that for any $x \in \Omega$ and any $\nu \in N(x)$,

$$
\left\|\nabla_{\Omega} f(x)\right\|=\left\|\nabla f(x)+P_{N(x)}[-\nabla f(x)]\right\| \leqq\|\nabla f(x)+\nu\| .
$$

Since $x_{k}+p_{k}$ is in $\Omega$, inequality (4.3) is a direct consequence of condition (4.2). Thus

$$
\left\|\nabla_{\Omega} f\left(x_{k}+p_{k}\right)\right\| \leqq\left\|\nabla f\left(x_{k}+p_{k}\right)-\nabla f\left(x_{k}\right)-B_{k} p_{k}\right\|,
$$

and the result follows by appealing to the uniform continuity of $\nabla f$ on bounded sets, the convergence of $\left\{p_{k}\right\}$ to zero and the boundedness of $\left\{B_{k}\right\}$.

If $\Omega$ is a polyhedron, Theorem 4.1 and Corollary 3.6 imply that if the sequence $\left\{x_{k}\right\}$ generated by the sequential quadratic programming method converges to a nondegenerate stationary point $x^{*}$, then $A\left(x_{k}+p_{k}\right)=A\left(x^{*}\right)$ for all $k$ sufficiently large. Note that there is no need to assume linear independence of the active constraint normals; the strict complementarity condition in the sense of Definition 3.1 is all that is needed.

If $\Omega$ is a general convex set, Theorem 3.4 and 4.1 show that if $x^{*}$ is in the relative interior of a quasi-polyhedral face $\Omega_{F}$ then $x_{k}+p_{k}$ belongs to ri $\left(\Omega_{F}\right)$ for all $k$ sufficiently large. Thus, the subproblem (4.1) identifies the optimal face in a finite number of iterations.

We now turn to the application of the results of $\S 3$ to the gradient projection method (1.3). The step $\alpha_{k}$ is defined is terms of positive constants $\gamma_{1}, \gamma_{2}$, and $\gamma_{3}$, and constants $\mu$ and $\eta$ in $(0,1)$ with $\mu<\eta$. Define

$$
\bar{x}_{k+1}=P\left(x_{k}-\bar{\alpha}_{k} \nabla f\left(x_{k}\right)\right)
$$

where $\bar{\alpha}_{k}>0$ satisfies

$$
f\left(\bar{x}_{k+1}\right)>f\left(x_{k}\right)+\eta\left(\nabla f\left(x_{k}\right), \bar{x}_{k+1}-x_{k}\right) .
$$

We assume that the step $\alpha_{k}$ satisfies

$$
\begin{equation*}
f\left(x_{k+1}\right) \leqq f\left(x_{k}\right)+\mu\left(\nabla f\left(x_{k}\right), x_{k+1}-x_{k}\right), \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{3} \geqq \alpha_{k} \geqq \gamma_{1} \quad \text { or } \quad \gamma_{3} \geqq \alpha_{k} \geqq \gamma_{2} \bar{\alpha}_{k} . \tag{4.5}
\end{equation*}
$$

Condition (4.4) on $\alpha_{k}$ forces a sufficient decrease of the function while condition (4.5) guarantees that $\alpha_{k}$ is not too small. Under these conditions Calamai and Moré [1987] established the following convergence result for the gradient projection method.

Theorem 4.2. Let $f: R^{n} \rightarrow R$ be continuously differentiable on $\Omega$, and let $\left\{x_{k}\right\}$ be the sequence generated by the gradient projection method. If $f$ is bounded below on $\Omega$ and $\nabla f$ is uniformly continuous on $\Omega$ then

$$
\lim _{k \rightarrow \infty}\left\|\nabla_{\mathbf{\Omega}} f\left(x_{k}\right)\right\|=0
$$

Theorems 4.2 and Corollary 3.6 imply that if $\Omega$ is a polyhedron, and if the sequence $\left\{x_{k}\right\}$ generated by the gradient projection method converges to a nondegenerate stationary point $x^{*}$, then $A\left(x_{k}\right)=A\left(x^{*}\right)$ for all $k$ sufficiently large. This result had been obtained by Calamai and Moré [1987] under the additional assumption that the active constraint normals are linearly independent.

Theorem 4.2 can also be combined with Theorem 3.4 to show that the gradient projection method forces $x_{k} \in \operatorname{ri}\left(\Omega_{F}\right)$ for all $k$ sufficiently large. Dunn [1987] had obtained this result under the additional assumption that the steps $\left\{\alpha_{k}\right\}$ are bounded away from zero; we note that the steps are bounded away from zero if $\nabla f$ is Lipschitz continuous and $\alpha_{k}$ satisfies (4.4) and (4.5). We also note that the approach followed by Dunn to establish identification results is direct, and does not show that $\left\{\nabla_{\Omega} f\left(x_{k}\right)\right\}$ converges to zero.

There are other results that show that the optimal face is identified in a finite number of iterations, but these results require standard linear independence and strict complementarity conditions at the stationary point. For example, this is the case for the generalization of the gradient projection algorithm considered by Gawande and Dunn [1988].
5. Subdifferentials and projected gradients. Let $f: R^{n} \rightarrow R$ be a continuously differentiable mapping over the closed convex set $\Omega \subset R^{n}$, and let $P: R^{n} \rightarrow \Omega$ be the projection into $\Omega$. The differentiable constrained problem (1.1) can be transformed into the nondifferentiable unconstrained problem

$$
\min \left\{\phi(x): x \in R^{n}\right\}
$$

where the composite mapping $\phi: R^{n} \rightarrow R$ is defined by

$$
\begin{equation*}
\phi(x)=f(P(x)) . \tag{5.1}
\end{equation*}
$$

The mapping $\phi$ is locally Lipschitz on $R^{n}$, and thus has a Clarke subdifferential $\partial \phi(x)$ at each point in $R^{n}$. In this section we establish an interesting relationship between $\nabla_{\Omega} f$ and $\partial \phi$. We show that if $\left\{\left\|\nabla_{\Omega} f\left(x_{k}\right)\right\|\right\}$ converges to zero, then $\left\{\operatorname{dist}\left(0, \partial \phi\left(x_{k}\right)\right)\right\}$ also converges to zero.

This result is remarkable because in nondifferentiable optimization $\left\{\right.$ dist $\left.\left(0, \partial \phi\left(x_{k}\right)\right)\right\}$ almost always stays bounded away from zero. We have shown that projected gradient and sequential quadratic programming algorithms force $\left\{\left\|\nabla_{\Omega} f\left(x_{k}\right)\right\|\right\}$ to zero, so this result shows that $\left\{\operatorname{dist}\left(0, \partial \phi\left(x_{k}\right)\right)\right\}$ converges to zero for these algorithms.

We begin our analysis by obtaining an expression for the directional derivative of $\phi$. Lemma 4.6 of Zarantonello [1971] shows that if $x \in \Omega$ and $\nu \in R^{n}$ then

$$
\lim _{\alpha \rightarrow 0^{+}} \frac{P(x+\alpha \nu)-P(x)}{\alpha}=P_{T(x)}(\nu)
$$

Another proof of this result can be found in the paper of McCormick and Tapia [1972]. From this result we immediately obtain that the directional derivative of $\phi$ is

$$
\begin{equation*}
\phi^{\prime}(x ; \nu)=\left(\nabla f(x), P_{T(x)}(\nu)\right) \tag{5.2}
\end{equation*}
$$

We now relate the directional derivative of $\phi$ to the projected gradient of $f$. We claim that

$$
\min \left\{\phi^{\prime}(x ; \nu):\|\nu\| \leqq 1\right\}=\min \{(\nabla f(x), \nu): \nu \in T(x),\|\nu\| \leqq 1\} .
$$

The proof of this claim follows from (5.2) and the observation that projections are nonexpansive mappings so that

$$
\left\|P_{T(x)}(\nu)\right\|=\left\|P_{T(x)}(\nu)-P_{T(x)}(0)\right\| \leqq\|\nu\| .
$$

Since Lemma 3.1 of Calamai and Moré [1987] guarantees that

$$
\min \{(\nabla f(x), \nu): \nu \in T(x),\|\nu\| \leqq 1\}=-\left\|\nabla_{\Omega} f(x)\right\|
$$

we obtain that

$$
\begin{equation*}
\min \left\{\phi^{\prime}(x ; \nu):\|\nu\| \leqq 1\right\}=-\left\|\nabla_{\Omega} f(x)\right\| . \tag{5.3}
\end{equation*}
$$

The validity of (5.3) depends on the relationship (5.1) between $\phi$ and $f$. The following result, which can be found in Burke [1983], only assumes that $\phi: R^{n} \rightarrow R$ is a locally Lipschitz function.

Lemma 5.1. Let $\phi: R^{n} \rightarrow R$ be a locally Lipschitz function of $R^{n}$, and let $\phi^{\circ}(x ; \cdot)$ be the generalized directional derivative at $x \in R^{n}$. Then

$$
\begin{equation*}
\min \left\{\phi^{\circ}(x ; \nu):\|\nu\| \leqq 1\right\}=-\operatorname{dist}(0, \partial \phi(x)) . \tag{5.4}
\end{equation*}
$$

Proof. The proof uses two standard results about the subdifferential. They are that

$$
\phi^{\circ}(x ; \nu)=\max \{(\xi, \nu): \xi \in \partial \phi(x)\}
$$

and that $\partial \phi(x)$ is a nonempty compact convex set. Clarke [1983] proves these results. We establish (5.4) by showing that for any closed convex set $\Gamma$

$$
\begin{equation*}
\min \{\max \{(\xi, \nu): \xi \in \Gamma\}:\|\nu\| \leqq 1\}=-\operatorname{dist}(0, \Gamma) . \tag{5.5}
\end{equation*}
$$

Choose $\xi^{*}=P_{\mathrm{r}}(0)$. For any $\|\nu\| \leqq 1$ we have $\left(\xi^{*}, \nu\right) \geqq-\left\|\xi^{*}\right\|$, and hence

$$
\max \{(\xi, \nu): \xi \in \Gamma\} \geqq-\left\|\xi^{*}\right\|=-\operatorname{dist}(0, \Gamma) .
$$

Since this holds for all $\|\nu\| \leqq 1$,

$$
\min \{\max \{(\xi, \nu): \xi \in \Gamma\}:\|\nu\| \leqq 1\} \geqq-\operatorname{dist}(0, \Gamma) .
$$

A similar argument yields the reverse inequality. Choose $\xi^{*}=P_{\mathrm{r}}(0)$. Then $\left(\xi^{*}, \xi-\xi^{*}\right) \geqq$ 0 for all $\xi \in \Gamma$, and if $\nu^{*}=-\xi^{*} /\left\|\xi^{*}\right\|$ when $\xi^{*} \neq 0$ and $\nu^{*}=0$ otherwise, then

$$
\max \left\{\left(\xi, \nu^{*}\right): \xi \in \Gamma\right\} \leqq-\left\|\xi^{*}\right\|=-\operatorname{dist}(0, \Gamma)
$$

Since $\left\|\nu^{*}\right\| \leqq 1$, this yields the reverse inequality and establishes (5.5).

We now have all the ingredients needed to prove the main result of this section.
Theorem 5.2. Let $f: R^{n} \rightarrow R$ be continuously differentiable over a nonempty closed convex set $\Omega$, and define $\phi$ by (5.1). Then

$$
\begin{equation*}
\operatorname{dist}(0, \partial \phi(x)) \leqq\left\|\nabla_{\Omega} f(x)\right\| . \tag{5.6}
\end{equation*}
$$

Proof. Since $\phi^{\prime}(x ; \nu) \leqq \phi^{\circ}(x ; \nu)$, the proof is an immediate consequence of (5.3) and (5.4).

Inequality (5.6) can be strict. For example, if $\Omega$ is the positive orthant $R_{+}^{n}$, then $\nabla_{\Omega} f(0)=0$ if and only if $\nabla f(0) \in R_{+}^{n}$ but $0 \in \partial \phi(0)$ for any function $f$. The last part of this claim follows from (5.4) if we show that $\phi^{\circ}(0 ; \nu) \geqq 0$. Recall that

$$
\phi^{\circ}(x ; \nu) \equiv \limsup _{y \rightarrow x, \tau \rightarrow 0^{+}} \frac{\phi(y+\tau \nu)-\phi(y)}{\tau} .
$$

If we consider sequences $y_{k}$ and $\tau_{k}$ such that $P\left(y_{k}+\tau_{k} \nu\right)=P\left(y_{k}\right)=P(0)$, it is clear that $\phi^{\circ}(0 ; \nu) \geqq 0$.
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