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#### Abstract

The notion of sharp minima, or strongly unique local minima, emerged in the late 1970's as an important tool in the analysis of the perturbation behavior of certain classes of optimization problems as well as in the convergence analysis of algorithms designed to solve these problems. The work of Cromme and Polyak is of particular importance in this development. In the late 1980's Ferris coined the term weak sharp minima to describe the extension of the notion of sharp minima to include the possibility of a non-unique solution set. This notion was later extensively studied by many authors. Of particular note in this regard is the paper by Burke and Ferris which gives an extensive exposition of the notion and its impact on convex programming and convergence analysis in finite dimensions. In this paper we build on the work of Burke and Ferris. Specifically, we generalize their work to the normed linear space setting, further dissect the normal cone inclusion characterization for weak sharp minima, study the asymptotic properties of weak sharp minima in terms of associated recession functions, and give new characterizations for local weak sharp minima and boundedly weak sharp minima. This paper is the first of a two part work on this subject. In Part II, we study the links between the notions of weak sharp minima, bounded linear regularity, linear regularity, metric regularity, and error bounds in convex programming. Along the way, we obtain both new results and reproduce many existing results from a fresh perspective.
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## 1 Introduction

Let $X$ be a normed linear space, consider nonempty closed convex sets $\bar{S} \subset S \subset X$, and let $f: X \mapsto \overline{\mathbb{R}}$ be a lower semi-continuous convex function for which $S \cap \operatorname{dom}(\mathrm{f}) \neq \emptyset$ where $\overline{\mathbb{R}}=\mathbb{R} \cup\{+\infty\}$ and

$$
\operatorname{dom}(f)=\{x \in X \mid f(x)<\infty\}
$$

The set $\bar{S} \subset X$ is said to be a set of weak sharp minima for the function $f$ over the set $S$ with modulus $\alpha>0$ if

$$
\begin{equation*}
f(x) \geq f(\bar{x})+\alpha \operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) \tag{1}
\end{equation*}
$$

for all $\bar{x} \in \bar{S}$ and $x \in S$, where the distance function $\operatorname{dist}(\cdot \mid \overline{\mathrm{S}})$ is defined by

$$
\operatorname{dist}(x \mid S)=\inf _{\bar{x} \in S}\|x-\bar{x}\|
$$

and $\|\cdot\|$ denotes the norm on $X$. Note that since $S \cap \operatorname{dom}(\mathrm{f}) \neq \emptyset$ we have

$$
\bar{S}=\arg \min _{S} f \subset \operatorname{dom}(\mathrm{f}),
$$

where

$$
\arg \min _{S} f=\left\{x \in S \mid f(x)=\min _{y \in S} f(y)\right\} .
$$

The notion of weak sharp minima is a generalization of the notion of sharp minima due to Polyak [40] to include the possibility of a non-unique solution set. Sharp minima are also referred to as strongly unique local minima in the independent work of Cromme [16]. Polyak's work focuses on the case where $X$ is finite-dimensional and $\bar{S}$ is a singleton (also see [41]). The terminology weak sharp minima was introduced by Ferris in [20] where it is extensively developed. The primary motivations for this study are the impact this notion has on sensitivity analysis $[14,15,24,28,31,47,48,49,50]$ and on the convergence analysis of a wide range of optimization algorithms $[10,11,12,16,21,22,33]$. For example, many optimization algorithms exhibit finite termination at weak sharp minima [10, 21, 22].

The notion of weak sharp minima defined above (1) specifies first-order growth of the objective function away from the set of optimal solutions. Weak sharp minima of higher order growth are also of interest in parametric optimization, and lead to Hölder continuity properties of the associated solution mappings. Bonnans and Ioffe [7] studied sufficient conditions and characterizations for weak sharp minima of order two in the case where $X$ is finite-dimensional and $f$ is a pointwise maximum of twice continuously differentiable convex functions. In [46], Studniarski and Ward obtained some sufficient conditions and characterizations for weak sharp local minimizers of order $m$ in terms of the limiting proximal normal cone and a generalization of the contingent cone.

The inequality (1) bounds the distance between the vector $x$ and the set $\bar{S}$ by a residual function of the form $(f(x)-f(\bar{x})) / \alpha$. In this regard, the notion of weak sharp minima can be interpreted as a type of error bound. The study of error bounds has drawn much attention during recent years, due to their importance in the treatment of convergence analysis of iterative solution methods in optimization. We refer the reader to the recent issue of Mathematical Programming devoted to this topic [35] as well as the review article [39] for an introduction to the vast literature on this subject. The connections between the notion of weak sharp minima and error bounds are made explicitly in Part II of this work where error bounds for convex inclusions and systems of convex inequalities are shown to be easily derivable from results for weak sharp minima.

The work in this paper builds on the earlier work of Burke and Ferris [10] by extending and refining their results in a number of ways while weakening some of the underlying assumptions. The first point of departure from [10] is that we develop the theory in infinite dimensions. This requires a somewhat more subtle use of duality techniques and facilitates an understanding of the underlying geometry by stripping away all compactness arguments. Secondly, we observe that, of many characterizations for weak sharp minima derived, the one which provides the closest point of contact with applications can be further dissected into two independent conditions. This observation has important consequences for each of the applications studied in Part II. A third point of departure from [10] is our study of the asymptotic properties
of weak sharp minima in terms of associated recession functions and recession cones. Again, these global asymptotic properties have important implications for applications. Fourthly, we study local notions of weak sharp minima. In the infinite dimensional setting one finds that some of the global characterizations for weak sharp minima do not carry over to the local setting. Nonetheless, we are able to provide a number of positive results. We also introduce the notion of boundedly weak sharp minima. This notion is equivalent to local weak sharp minima in finite dimensions, but is distinct in infinite dimensions. This distinction is useful in the applications studied in Part II. We conclude Part I with a reduction theorem that shows how to reduce a constrained weak sharp minima problem into an unconstrained one when $f$ possesses Lipschitzian properties.

The notation that we employ is for the most part the same as that in [2, 43, 44]. A partial list is provided below for the reader's convenience.

We denote the dual space of $X$ by $X^{*}$. When $X$ is endowed with the weak topology and $X^{*}$ with the weak* topology then the spaces $X$ and $X^{*}$ are said to be paired in duality by the continuous bi-linear form $\left\langle x^{*}, x\right\rangle=x^{*}(x)$ defined on $X^{*} \times X[44]$. We denote the norm on $X^{*}$ by $\|\cdot\|_{0}$ :

$$
\|z\|_{\circ}=\sup _{x \in \mathbb{B}}\langle z, x\rangle,
$$

where $\mathbb{B}=\{x \in X \mid\|x\| \leq 1\}$ is the unit ball in $X$.
For a nonempty subset $C$ of any normed linear space $Y$, we denote the norm (or strong) closure of $C$ and weak closure of $C$ by $\operatorname{cl}(C)$ and $\mathrm{w}-\mathrm{cl}(C)$, respectively, and we denote the indicator function of $C$ and the support function of $C$ by $\psi_{C}(\cdot)$ and $\psi_{C}^{*}(\cdot)$, respectively. Thus, in particular, $\|z\|_{o}=\psi_{\mathrm{B}}^{*}(z)$. We denote the norm-topology interior of $C$ by int (C), and the boundary of $C$ by bdry $(\mathrm{C})=\mathrm{C} \backslash$ int $(\mathrm{C})$. When $Y$ is finite-dimensional, ri ( C ) denotes the interior of $C$ relative to the smallest affine set containing $C$. The cone generated by $C$ is denoted by cone $(C)=\cup_{\lambda \geq 0}\{\lambda C\}$.

For a closed set $C$ in $X$, we define the projection of a point $x \in X$ onto the set $C$, denoted $P(x \mid C)$, as the set of all points in $C$ that are closest to $x$ as measured by the norm $\|\cdot\|$ :

$$
P(x \mid C)=\{y \in C \mid\|x-y\|=\inf \{\|x-u\| \mid u \in C\}\} .
$$

For nonempty sets $C \subset X$ and $S \subset X^{*}$, we define the polar of $C$ and the polar of $S$ to be the sets

$$
\begin{aligned}
C^{\circ} & =\left\{x^{*} \in X^{*} \mid\left\langle x^{*}, x\right\rangle \leq 1 \forall x \in C\right\}, \\
S^{\circ} & =\left\{x \in X \mid\left\langle x^{*}, x\right\rangle \leq 1 \forall x^{*} \in S\right\},
\end{aligned}
$$

respectively. Thus, in particular, $\mathbb{B}^{\circ} \subset X^{*}$ is the unit ball associated with the dual norm $\|\cdot\|_{o}$. For a nonempty closed convex set $C$ in $X$, and $x \in C$, we define the tangent cone to the set $C$ at $x$, denoted by $T_{C}(x)$, as follows

$$
T_{C}(x)=\mathrm{cl}\left(\bigcup_{\mathrm{t}>0} \frac{\mathrm{C}-\mathrm{x}}{\mathrm{t}}\right) .
$$

The normal cone to $C$ at $x$ is defined dually by the relation

$$
N_{C}(x)=T_{C}(x)^{o} .
$$

It is easy to see that

$$
N_{C}(x)=\left\{x^{*} \in X^{*} \mid\left\langle x^{*}, y-x\right\rangle \leq 0, \text { for any } y \in C\right\}
$$

Let $f: X \mapsto \overline{\mathbb{R}}$ be a lower semi-continuous convex function. The function $f^{*}: X^{*} \mapsto \overline{\mathbb{R}}$ defined by

$$
f^{*}\left(x^{*}\right)=\sup _{x \in X}\left(\left\langle x^{*}, x\right\rangle-f(x)\right)
$$

is called the convex conjugate of $f$. The subdifferential of $f$ at $x$ and the directional derivative of $f$ at $x$ in the direction $d$ are denoted by $\partial f(x)$ and $f^{\prime}(x ; d)$ respectively.

## 2 Fundamental Results

In this section we show how the results given in [10] readily extend to the infinite dimensional case. In what follows we assume that $X, S, \bar{S}$, and $f$ are as given in (1). Characterizations of the notion of weak sharp minima are intimately tied to optimality conditions for the problem

$$
\begin{array}{lll}
\mathcal{P}: & \text { minimize } & f(x) \\
& \text { subject to } & x \in S .
\end{array}
$$

The problem $\mathcal{P}$ can equivalently be stated as the unconstrained problem

$$
\begin{array}{lll}
\mathcal{P}_{0}: & \text { minimize } f_{0}(x) \\
& \text { subject to } x \in X
\end{array}
$$

where $f_{0}: X \mapsto \overline{\mathbb{R}}$ is the essential objective function for the problem $\mathcal{P}$ and is given by

$$
f_{0}(x)=f(x)+\psi_{S}(x)= \begin{cases}f(x), & \text { if } x \in S  \tag{2}\\ +\infty & \text { otherwise }\end{cases}
$$

Using this reduction one can suppress the dependence on the constraint set $S$. Indeed, in many applications one has $S=$ dom (f). However, in other applications understanding the interplay between $f$ and the constraint region $S$ is crucial. Therefore, we focus on results that illustrate the separate contributions of the objective function and the constraint region.

Due to the equivalence of the problems $\mathcal{P}$ and $\mathcal{P}_{0}$, the most basic first-order optimality conditions for $\mathcal{P}$ has the form

$$
\begin{equation*}
0 \in \partial f_{0}(x) \tag{3}
\end{equation*}
$$

In order to decouple the roles of the objective function and constraint region, one typically posits a regularity condition that yields the validity of the addition formula

$$
\begin{equation*}
\partial f_{0}(x)=\partial\left(f+\psi_{S}\right)(x)=\partial f(x)+N_{S}(x) \tag{4}
\end{equation*}
$$

in which case the optimality condition (3) can be written as

$$
\begin{equation*}
0 \in \partial f(x)+N_{S}(x) \tag{5}
\end{equation*}
$$

without reference to the function $f_{0}$. A standard regularity condition under which the addition formula (4) holds is that there exists a point $z \in \operatorname{dom}(\mathrm{f}) \cap \mathrm{S}$ at which either $f$ is continuous or $x \in$ int (S) [19, Proposition 5.6, page 26].

In this study, we make use of a weak form of the addition formula, namely

$$
\begin{equation*}
\partial f_{0}(x)=\partial\left(f+\psi_{S}\right)(x)=\operatorname{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right) \tag{6}
\end{equation*}
$$

where the notation $\mathrm{cl}^{*}(\mathrm{~S})$ denotes the weak* closure of the set $S \subset X^{*}$. Our use of this weak form of the addition formula is another point of departure from [10] where the analysis depends on the addition formula (4). The weak addition rule (6) arises naturally in applications (see Appendix B). Note that it holds trivially without the need for the weak* closure operation if $S=\operatorname{dom}$ (f). If $X$ is reflexive, the weak* closure of a convex set in $X^{*}$ equals its norm closure in $X^{*}$. If $\partial f(x)$ is weak ${ }^{*}$ compact, as is the case when $f$ is finite-valued in a neighborhood of $x$, then taking the weak* closure on the right hand side of (6) is superfluous. We now give a simple example where (6) is satisfied but (4) is not.
Example 2.1 Let $K$ be the ice cream (or Lorenz) cone in $\mathbb{R}^{3}$ given by

$$
K=\left\{x \in \mathbb{R}^{3} \mid x_{1}^{2}+x_{2}^{2} \leq x_{3}^{2}, 0 \leq x_{3}\right\}
$$

and let $f$ be the support functional for $K$. Let $S$ be the subspace orthogonal to the vector $x=(0,1,1)^{T}$. Then $f_{0}=f+\psi_{S}$ is the support functional for the set $\mathrm{cl}^{*}\left(\mathrm{~K}+\mathrm{S}^{\perp}\right)=\mathrm{cl}\left(\mathrm{K}+\mathrm{S}^{\perp}\right)$ so that $\partial f_{0}(0)=$ $\mathrm{cl}\left(\mathrm{K}+\mathrm{S}^{\perp}\right)=\operatorname{cl}\left(\partial \mathrm{f}(0)+\mathrm{N}_{\mathrm{S}}(0)\right)$ while the set $\partial f(0)+N_{S}(0)=K+S^{\perp}$ is not closed. It should also be noted that the set $S \cap K^{\circ}$ is a set of weak sharp minima for $f$ over $S$.

The goal is to provide a number of variational characterizations of the notion of weak sharp minima. We consider both primal and dual characterizations. Primal characterizations involve directional derivatives and tangent cones while dual characterizations involve subgradients and normal cones. The primal characterizations are more elementary in the sense that they are derived directly from the definition whereas the dual characterizations require the application of duality results and properties of the subdifferential calculus. Understanding the connections between primal and dual characterizations requires the application of a number of elementary duality correspondences. These correspondences are given in Appendix A.

We now establish an elementary primal variational characterization of weak sharp minima. This characterization is the basis for all of the characterizations examined in this paper.

Theorem 2.2 Let $f, S$, and $\bar{S}$ be as in (1), let $f_{0}$ be as in (2), and let $\alpha>0$. Then the set $\bar{S}$ is a set of weak sharp minima for the function $f$ over the set $S \subset X$ with modulus $\alpha$ if and only if

$$
\begin{equation*}
f_{0}^{\prime}(x ; d) \geq \alpha \operatorname{dist}\left(\mathrm{d} \mid \mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right) \quad \forall \mathrm{x} \in \overline{\mathrm{~S}} \text { and } \mathrm{d} \in \mathrm{~T}_{\mathrm{S}}(\mathrm{x}) . \tag{7}
\end{equation*}
$$

Proof Let us first assume that the set $\bar{S}$ is a set of weak sharp minima for the function $f$ over the set $S \subset X$ with modulus $\alpha$. Let $x \in \bar{S}$. The hypothesis guarantees that for all $t>0$ and $d \in X$

$$
f_{0}(x+t d)-f_{0}(x) \geq \alpha \operatorname{dist}(\mathrm{x}+\operatorname{td} \mid \overline{\mathrm{S}})
$$

which implies that

$$
\frac{f_{0}(x+t d)-f_{0}(x)}{t} \geq \alpha \frac{\operatorname{dist}(\mathrm{x}+\operatorname{td} \mid \overline{\mathrm{S}})-\operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}})}{t}
$$

By taking the limit on both sides as $t \downarrow 0$ and applying Part 6 of Theorem A.1, we obtain

$$
f_{0}^{\prime}(x ; d) \geq \alpha \operatorname{dist}\left(\mathrm{d} \mid \mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right) \quad \forall \mathrm{x} \in \overline{\mathrm{~S}} \text { and } \mathrm{d} \in \mathrm{X},
$$

which implies (7).
Now assume that (7) holds and let $y \in S$ and $x \in \bar{S}$. Then

$$
f_{0}(y) \geq f_{0}(x)+f_{0}^{\prime}(x ; y-x) \geq f_{0}(x)+\alpha \operatorname{dist}\left(\mathrm{y}-\mathrm{x} \mid \mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right)=\mathrm{f}_{0}(\mathrm{x})+\alpha \operatorname{dist}\left(\mathrm{y} \mid \mathrm{x}+\mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right)
$$

Therefore, by Part 4 of Theorem A.1,

$$
\begin{aligned}
f_{0}(y) & \geq f_{0}(x)+\alpha \sup _{x \in \bar{S}} \operatorname{dist}\left(\mathrm{y} \mid \mathrm{x}+\mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right) \\
& =f_{0}(x)+\alpha \operatorname{dist}(\mathrm{y} \mid \overline{\mathrm{S}}) .
\end{aligned}
$$

The main characterization theorem now follows.
Theorem 2.3 Let $f, S$, and $\bar{S}$ be as in (1), and assume that the addition formula (6) holds for all $x \in \bar{S}$. Let $\alpha>0$ and consider the following statements:

1. The set $\bar{S}$ is a set of weak sharp minima for the function $f$ over the set $S \subset X$ with modulus $\alpha$.
2. The normal cone inclusion

$$
\alpha \mathbb{B}^{\circ} \bigcap N_{\bar{S}}(x) \subset \partial f_{0}(x)=\operatorname{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)
$$

holds for all $x \in \bar{S}$.
3. For all $x \in \bar{S}$ and $d \in T_{S}(x)$,

$$
f^{\prime}(x ; d) \geq \alpha \operatorname{dist}\left(\mathrm{d} \mid \mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right)
$$

4. The inclusion

$$
\alpha \mathbb{B}^{\circ} \bigcap\left(\bigcup_{x \in \bar{S}} N_{\bar{S}}(x)\right) \subset \bigcup_{x \in \bar{S}} \operatorname{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)
$$

holds.
5. ( $X$ a Hilbert space) For all $x \in \bar{S}$ and $d \in T_{S}(x) \bigcap N_{\bar{S}}(x)$,

$$
f^{\prime}(x ; d) \geq \alpha\|d\|
$$

6. (X a Hilbert space) The inclusion

$$
\hat{\alpha} \mathbb{B}^{\circ} \subset \partial f(x)+\left[T_{S}(x) \bigcap N_{\bar{S}}(x)\right]^{\circ}
$$

holds for all $0 \leq \hat{\alpha}<\alpha$ and $x \in \bar{S}$.
7. For all $y \in S$,

$$
f^{\prime}(p ; y-p) \geq \alpha \operatorname{dist}(\mathrm{y} \mid \overline{\mathrm{S}})
$$

where $p \in P(y \mid \bar{S})$.
Statements 1 through 4 are equivalent. If in addition $X$ is assumed to be a Hilbert space, then these statements are equivalent to each of the statements 5, 6, and 7.

Remarks 1. Since for any convex set $C \subset X$ one has $T_{C}(x)=X$ and $N_{C}(x)=\{0\}$ for every $x \in \operatorname{int}(\mathrm{C})$, one can replace the phrase "for all $x \in \bar{S}$ " by the phrase "for all $x \in \operatorname{bdry}(\overline{\mathrm{~S}})$ " at the appropriate points in each of the statements in the theorem.
2. In Statement 2, the condition that $\alpha \mathbb{B}^{\circ} \bigcap N_{\bar{S}}(x) \subset \operatorname{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)$ is equivalent to the statement that $\alpha \mathbb{B}^{\circ} \bigcap N_{\bar{S}}(x)+N_{S}(x) \subset \operatorname{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)$ for $x \in \operatorname{bdry}(\overline{\mathrm{~S}})$ since $N_{S}(x) \subset \partial f_{0}(x)^{\infty}$. Therefore, Statements 2 and 4 of Theorem 2.3 can be modified accordingly.
3. In [10, Theorem 2.6, (a)], the authors claim to have established the equivalence of Statements 5 and 6 of Theorem 2.3 for $\alpha=\hat{\alpha}$ in the finite dimensional case. However, the proof given in [10] is incomplete. The difficulty occurs at the end of the proof where it is incorrectly stated that for two convex sets $C_{1}, C_{2} \subset \mathbb{R}^{n}$ one has

$$
\psi_{C_{1}}^{*}(z) \leq \psi_{C_{2}}^{*}(z) \forall z \in \mathbb{R}^{n} \Longleftrightarrow C_{1} \subset C_{2}
$$

The correct equivalence is

$$
\psi_{C_{1}}^{*}(z) \leq \psi_{C_{2}}^{*}(z) \forall z \in \mathbb{R}^{n} \Longleftrightarrow C_{1} \subset \operatorname{cl}^{*}\left(\mathrm{C}_{2}\right)
$$

which is insufficient to establish the result for $\alpha=\hat{\alpha}$.
4. One can replace the set $S$ by the set $S \cap \operatorname{dom}(\mathrm{f})$ to obtain a slightly refined result.
5. A local version of this theorem is considered in Section 5 to follow.

Proof $[1 \Rightarrow 2]$ : Let $x \in \bar{S}$. By Theorem 2.2,

$$
\begin{equation*}
f_{0}^{\prime}(x ; d) \geq \alpha \operatorname{dist}\left(\mathrm{d} \mid \mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right) \quad \forall \mathrm{d} \in \mathrm{X} \tag{8}
\end{equation*}
$$

By [44, Theorem 11], the function $\psi_{\partial f_{0}(x)}^{*}$ is the lower semi-continuous hull of the function $f_{0}^{\prime}(x ; \cdot)$. Since the function $\operatorname{dist}\left(\cdot \mid \mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right)$ is continuous, its epi-graph is a closed convex set containing the epi-graph of the function $f_{0}^{\prime}(x ; \cdot)$. Hence the relation (8) is equivalent to the relation

$$
\begin{equation*}
\psi_{\partial f_{0}(x)}^{*}(d) \geq \alpha \operatorname{dist}\left(\mathrm{d} \mid \mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right) \quad \forall \mathrm{d} \in \mathrm{X} \tag{9}
\end{equation*}
$$

By Part 6 of Theorem A.1, we have $\alpha \operatorname{dist}\left(\mathrm{d} \mid \mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right)=\alpha \psi_{\mathbb{B}^{\circ} \cap N_{\overline{\mathrm{S}}}(\mathrm{x})}^{*}(\mathrm{~d})=\psi_{\alpha \mathbb{B}^{\circ} \cap \mathrm{N}_{\overline{\mathrm{S}}}(\mathrm{x})}^{*}(\mathrm{~d})$. Hence, by (6), inequality (9) is equivalent to the inequality

$$
\begin{equation*}
\psi_{\partial f(x)+N_{S}(x)}^{*}(d) \geq \psi_{\alpha \mathbb{B}^{\circ} \cap N_{\bar{S}^{(x)}}}^{*}(d) \tag{10}
\end{equation*}
$$

Therefore, the result follows from Part 8 of Theorem A.1.
$[2 \Longleftrightarrow 3]$ : By Part 8 of Theorem A.1, the inequality (9) is equivalent to the inclusion in Part 2. In the proof of the implication $[1 \Rightarrow 2]$, the inequality (9) was shown to be equivalent to the inequality (8), which establishes the result.
[2 $\Rightarrow 4]$ : Trivial.
$[4 \Rightarrow 2]$ : This follows immediately from Part 10 of Theorem A. 1 by setting $D=\alpha \mathbb{B}^{\circ}$ and $C=\bar{S}$.
$[3 \Rightarrow 1]$ : The condition in Part 3 is equivalent to the statement that

$$
\begin{equation*}
f^{\prime}(x ; d)+\psi_{T_{S}(x)}(d) \geq \alpha \operatorname{dist}\left(\mathrm{d} \mid \mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right) \quad \forall \mathrm{x} \in \overline{\mathrm{~S}} \text { and } \mathrm{d} \in \mathrm{X} \tag{11}
\end{equation*}
$$

Since the function $\operatorname{dist}\left(\cdot \mid \mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right)$ is continuous, its epi-graph is a closed convex set containing the epi-graph of the function $f^{\prime}(x ; \cdot)+\psi_{T_{S}(x)}(\cdot)$. Hence (11) is equivalent to (10) which, as we have seen, is equivalent to the statement (8). Therefore, the implication follows from Theorem 2.2.
( $X$ is a Hilbert space) $[5 \Longleftrightarrow 6]$ : In the Hilbert space setting (or more generally, in the setting of reflexive spaces), recall that the weak* topology on $X^{*}$ is the same as the weak topology. Moreover, since the weak closure of a convex set is the same as its norm closure, the weak* closure of a convex set in a Hilbert space is the same as the norm closure of that set.

Since the norm is continuous and, by [44, Theorem 11], for $x \in \bar{S}$, the support functional for the set $\partial f(x)$ is the lower semi-continuous hull of the function $f^{\prime}(x ; \cdot)$, the inequality in Part 5 is equivalent to the inequality

$$
\psi_{\alpha \mathbb{B}^{\circ}}^{*}(d) \leq \psi_{\partial f(x)}^{*}(d) \quad \forall d \in\left[T_{S}(x) \bigcap N_{\bar{S}}(x)\right]
$$

By Part 8 of Theorem A.1, this is equivalent to the inclusion

$$
\alpha \mathbb{B}^{\circ} \subset \mathrm{cl}\left(\partial \mathrm{f}(\mathrm{x})+\left[\mathrm{T}_{\mathrm{S}}(\mathrm{x}) \cap \mathrm{N}_{\overline{\mathrm{S}}}(\mathrm{x})\right]^{\circ}\right)
$$

which, by the convexity of the sets involved, is equivalent to the statement

$$
\operatorname{int}\left(\alpha \mathbb{B}^{\circ}\right) \subset \operatorname{int}\left(\partial \mathrm{f}(\mathrm{x})+\left[\mathrm{T}_{\mathrm{S}}(\mathrm{x}) \cap \mathrm{N}_{\overline{\mathrm{S}}}(\mathrm{x})\right]^{\circ}\right)
$$

from which the result follows.
( $X$ is a Hilbert space) $[3 \Rightarrow 5]$ : By Part 6 of Theorem A.1,

$$
\operatorname{dist}\left(\mathrm{d} \mid \mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right)=\psi_{\mathbb{B}^{\circ} \cap N_{\overline{\mathrm{S}}}(\mathrm{x})}^{*}(\mathrm{~d})=\|\mathrm{d}\|
$$

for all $d \in N_{\bar{S}}(x)$. Therefore, Statement 5 follows immediately from Statement 3 .
( $X$ is a Hilbert space) $[5 \Rightarrow 1]$ : Let $x \in S$ and set $\bar{x}=P(x \mid \bar{S})$. Then $(x-\bar{x}) \in T_{S}(\bar{x}) \bigcap N_{\bar{S}}(\bar{x})$. Therefore, by hypothesis,

$$
f(x)-f(\bar{x}) \geq f^{\prime}(\bar{x} ; x-\bar{x}) \geq \alpha\|x-\bar{x}\|=\alpha \operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) .
$$

( $X$ is a Hilbert space) $[1 \Rightarrow 7]$ : Let $y \in S$ be given and define $p:=P(y \mid \bar{S})$ so that $f(y) \geq f(p)+\alpha$ dist (y $\overline{\mathrm{S}})=\mathrm{f}(\mathrm{p})+\alpha\|\mathrm{y}-\mathrm{p}\|$. Let $z_{\lambda}=\lambda y+(1-\lambda) p$ for $\lambda \in[0,1]$. Then $p=P\left(z_{\lambda} \mid \bar{S}\right)$ for all $\lambda \in[0,1]$ and

$$
f\left(z_{\lambda}\right) \geq f(p)+\alpha\left\|z_{\lambda}-p\right\|=f(p)+\alpha \lambda\|y-p\|
$$

which implies that

$$
\frac{f(p+\lambda(y-p))-f(p)}{\lambda} \geq \alpha\|y-p\| .
$$

Taking the limit as $\lambda \searrow 0$ yields the inequality

$$
f^{\prime}(x ; y-x) \geq \alpha \operatorname{dist}(\mathrm{y} \mid \overline{\mathrm{S}})
$$

[( $X$ is a Hilbert space) $7 \Rightarrow 1]$ : Let $x \in S$ and set $\bar{x}=P(x \mid \bar{S})$. Then, by the subdifferential inequality, we obtain

$$
f(x) \geq f(\bar{x})+f^{\prime}(\bar{x} ; x-\bar{x}) \geq f(\bar{x})+\alpha \operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) .
$$

Although each of the characterizations for weak sharp minima are used at different points in our development, the characterization given in Statement 2 is the key to much of our work since it is the point of closest contact to applications we consider . We now further dissect this characterization.

## 3 Dissecting the Inclusion $\alpha \mathbb{B}^{\circ} \cap N_{\bar{S}}(x) \subset \operatorname{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)$

The condition for weak sharp minima given in Statement 2 of Theorem 2.3 can be decomposed into two independent conditions. These two conditions play a fundamental role in the applications of the notion of weak sharp minima considered in Part II of this work. The decomposition is derived from the fact that the cone generated by the subdifferential of any lower semi-continuous convex function $f: X \mapsto \overline{\mathbb{R}}$ satisfies the inclusion

$$
\begin{equation*}
\operatorname{cone}(\partial \mathrm{f}(\mathrm{x})) \subset \mathrm{N}_{\operatorname{lev}_{\mathrm{f}}(\mathrm{f}(\mathrm{x}))}(\mathrm{x}) \tag{12}
\end{equation*}
$$

for every $x \in \operatorname{dom}(\mathrm{f})$, where for any $\gamma \in \mathbb{R}$ the set

$$
\operatorname{lev}_{f}(\gamma)=\{x \in X \mid f(x) \leq \gamma\}
$$

is the lower level set of $f$ of height $\gamma$. The inclusion (12) follows immediately from the subdifferential inequality for $f$.

Lemma 3.1 Let the basic assumptions of Theorem 2.3 hold. Given $x \in \bar{S}$, we have

$$
\begin{equation*}
\alpha \mathbb{B}^{\circ} \cap N_{\bar{S}}(x) \subset \mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right) \tag{13}
\end{equation*}
$$

if and only if

$$
\begin{array}{rll}
\operatorname{cone}\left(\mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)\right) & = & N_{\bar{S}}(x) \quad \text { and } \\
\alpha \mathbb{B}^{\circ} \cap\left[\operatorname{cone}\left(\mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)\right)\right] & \subset & \mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right) . \tag{15}
\end{array}
$$

In addition, if the set $\partial f(x)+N_{S}(x)$ is weak* closed, then

$$
\operatorname{cone}\left(\mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)\right)=\operatorname{cone}(\partial \mathrm{f}(\mathrm{x}))+\mathrm{N}_{\mathrm{S}}(\mathrm{x})
$$

Proof Multiplying (13) by $\lambda>0$ and taking the limit as $\lambda \nearrow+\infty$ yields the inclusion $N_{\bar{S}}(x) \subset$ cone $\left(\mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)\right)$. However, by (6) and (12),

$$
\operatorname{cone}\left(\mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)\right)=\operatorname{cone}\left(\partial \mathrm{f}_{0}(\mathrm{x})\right) \subset \mathrm{N}_{\operatorname{lev}_{\mathrm{f}_{0}}(\mathrm{f}(\mathrm{x}))}(\mathrm{x})=\mathrm{N}_{\overline{\mathrm{S}}}(\mathrm{x})
$$

Therefore, (14) holds. The relation (15) is obtained by replacing $N_{\bar{S}}(x)$ by the cone

$$
\operatorname{cone}\left(\mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)\right)
$$

in (13).
Conversely, using (14) to replace cone $\left(\mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)\right)$ by $N_{\bar{S}}(x)$ in (15), we obtain (13).
The final statement of the lemma follows from the definition of the cone generated by a set.

Conditions (14) and (15) play a pivotal role in the applications of the notion of weak sharp minima. For this reason, it is important to recognize that these conditions are independent. That is, neither of these conditions implies the other. It is easy to see that (15) does not imply (14). This is illustrated by the following simple example.

Example 3.2 Let $f: \mathbb{R} \mapsto \mathbb{R}$ be given by $f(x)=(\max \{0, x\})^{2}$, and $S=\mathbb{R}$. Then $\bar{S}=(-\infty, 0]$. In this example (15) is satisfied at $x=0$, but (14) is not.

On the other hand, a more sophisticated example is required to show that (14) does not imply (15). Before presenting this example, we give a lemma that provides both a necessary condition and a sufficient condition under which an inclusion of the type (15) holds. These conditions make use of the notion of an extreme point of a convex set.

Definition 3.3 An extreme point of a closed convex subset of a linear space is any point in the convex set that cannot be represented as the convex combination of two other points in the set.

Lemma 3.4 Let $C$ be a nonempty convex subset of the real normed linear space $X$. Suppose $C$ contains the origin and let $\operatorname{Ext}(C)$ denote the set of extreme points of $C$.

1. Suppose that there is an $\alpha>0$ such that

$$
\alpha \mathbb{B} \cap \text { cone }(\mathrm{C}) \subset \mathrm{C} .
$$

If $\operatorname{Ext}(C) \backslash\{0\} \neq \emptyset$, then $\inf _{x \in E x t(C) \backslash\{0\}}\|x\| \geq \alpha$.
2. If $C=\operatorname{co}\left(0, \mathrm{C}_{0}\right)$, where $C_{0} \subset X$ is a nonempty convex set with $\inf _{x \in C_{0}}\|x\| \geq \alpha>0$, then $\alpha \mathbb{B} \cap$ cone $(\mathrm{C}) \subset \mathrm{C}$.

Proof 1. Suppose $x \in \operatorname{Ext}(\mathrm{C}) \backslash\{0\}$. Since $0 \in C, \lambda x \notin C$ whenever $\lambda>1$; otherwise, $x$ cannot be an extreme point of $C$. From $\alpha \frac{x}{\|x\|} \in \alpha \mathbb{B} \cap$ cone $(\mathrm{C}) \subset \mathrm{C}$, we must have $\|x\| \geq \alpha$.
2. By the definition of the convex hull of a set and the convexity of $C_{0}$, for $x \in$ co $\left(0, \mathrm{C}_{0}\right)$, there are non-negative scalars $\lambda_{1}$ and $\lambda_{2}$ with $\lambda_{1}+\lambda_{2}=1$, and $x_{0} \in C_{0}$ such that $x=\lambda_{1} 0+\lambda_{2} x_{0}$, i.e. $x \in\left[0, x_{0}\right]$ (the line segment joining 0 and $x_{0}$ ). Therefore $\alpha \mathbb{B} \cap$ cone (C) $\subset \mathrm{C}$ since $\left\|x_{0}\right\| \geq \alpha$

The following example shows that the condition (14) may hold while (15) does not.
Example 3.5 Let $f$ be the support function for the convex hull of the set

$$
\mathcal{T}=\left\{\left.\left[\begin{array}{c}
t \cos 2 \pi t \\
t \sin 2 \pi t \\
t
\end{array}\right] \right\rvert\, t \in[0,1]\right\}
$$

and $S=\mathbb{R}^{3}$. Then $\partial f(0)=\operatorname{co}(\mathcal{T})$ and $\bar{S}=\operatorname{cone}(\mathcal{T})^{\circ}$. Therefore, cone $(\partial \mathrm{f}(0))=\operatorname{cone}(\operatorname{co}(\mathcal{T}))=\mathrm{N}_{\overline{\mathrm{S}}}(0)$ so that (14) is satisfied at $x=0$. We claim that $\operatorname{Ext}(\operatorname{co}(\mathcal{T}))=\mathcal{T}$. Then by Part 1 of Lemma 3.4, (15) is not satisfied since $\inf _{x \in \mathcal{T} \backslash\{0\}}\|x\|=0$. Suppose the claim does not hold. By [43, Corollary 18.3.1], $\operatorname{Ext}(\mathrm{co}(\mathcal{T})) \subset \mathcal{T}$. It is easy to see that $0 \in \operatorname{Ext}(\operatorname{co}(\mathcal{T}))$. Suppose that there is a $\bar{t} \in(0,1]$ such that $x_{\bar{t}} \in$ $\mathcal{T} \backslash \operatorname{Ext}(\operatorname{co}(\mathcal{T}))$, where $x_{\bar{t}}=[\bar{t} \cos 2 \pi \bar{t}, \bar{t} \sin 2 \pi \bar{t}, \bar{t}]^{T}$. Then co $\left(\mathcal{T} \backslash \mathrm{x}_{\bar{t}}\right)=\operatorname{co}(\mathcal{T})$ since Ext $(\operatorname{co}(\mathcal{T})) \subset \mathcal{T} \backslash \mathrm{x}_{\bar{t}}$. By Carathéodory's Theorem, the point $x_{\bar{t}}$ can be represented as a convex combination of 4 or fewer points from $\mathcal{T} \backslash x_{\bar{t}}$ :

$$
x_{\bar{t}}=\sum_{i=1}^{k} \lambda_{i}\left[\begin{array}{c}
t_{i} \cos 2 \pi t_{i}  \tag{16}\\
t_{i} \sin 2 \pi t_{i} \\
t_{i}
\end{array}\right]
$$

where $0 \leq t_{i} \leq 1$ with $t_{i} \neq \bar{t}, 0 \leq \lambda_{i} \leq 1, i=1, \ldots, k \leq 4$, and $\sum_{i=1}^{k} \lambda_{i}=1$.

Dividing both sides of the equation in (16) by $\bar{t}$ yields the relation

$$
\left[\begin{array}{c}
\cos 2 \pi \bar{t} \\
\sin 2 \pi \bar{t}
\end{array}\right]=\sum_{i=1}^{k} \eta_{i}\left[\begin{array}{c}
\cos 2 \pi t_{i} \\
\sin 2 \pi t_{i}
\end{array}\right], \quad \text { where } 0 \leq \eta_{i} \leq 1, i=1, \ldots, k, \text { and } \sum_{i=1}^{k} \eta_{i}=1
$$

Here, $\eta_{i}=\frac{\lambda_{i} t_{i}}{t} \geq 0, i=1, \ldots, k$. Taking the inner product on both sides with $[\cos 2 \pi \bar{t}, \sin 2 \pi \bar{t}]^{T}$ gives

$$
\begin{aligned}
1 & =\sum_{i=1}^{k} \eta_{i}\left[\cos 2 \pi t_{i} \cos 2 \pi \bar{t}+\sin 2 \pi t_{i} \sin 2 \pi \bar{t}\right] \\
& =\sum_{i=1}^{k} \eta_{i} \cos 2 \pi\left(t_{i}-\bar{t}\right)
\end{aligned}
$$

Now since $\sum_{i=1}^{k} \eta_{i}=1, \eta_{i} \geq 0$ for $i=1, \ldots, k,\left|\cos 2 \pi\left(t_{i}-\bar{t}\right)\right| \leq 1,-1 \leq-\bar{t} \leq t_{i}-\bar{t}<1$, this equation can hold if and only if $t_{i}=\bar{t}$ whenever $\eta_{i}>0$. This contradicts the original choice of $t_{i} \neq \bar{t}$, and the claim is proved.

## 4 Asymptotic Properties of Weak Sharp Minima

The notion of weak sharp minima defined in (1) is a global property. This property implies that the function $f$ and the sets $\bar{S}$ and $S$ possess certain asymptotic properties. These properties are revealed by considering the recession function of $f$ and the recession cones of the sets $\bar{S}$ and $S$. Recall from [42] that the recession cone of a nonempty closed convex subset $C$ of the normed linear space $X$ is the set

$$
\begin{equation*}
C^{\infty}=\{y \mid x+y \in C, \forall x \in C\} . \tag{17}
\end{equation*}
$$

A number of equivalent representations of the recession cone can be found in [42, Theorem 2A]. Of particular interest to us is the representation given by [42, Theorem 2A, Part (d)]

$$
\begin{equation*}
C^{\infty}=[\operatorname{bar}(\mathrm{C})]^{\circ}, \tag{18}
\end{equation*}
$$

where bar (C) is the barrier cone of $C$. The barrier cone of $C$ is by definition the essential domain of the support function for $C$ : bar $(\mathrm{C})=\operatorname{dom}\left(\psi_{\mathrm{C}}^{*}\right)$. These relationships imply that $C^{\infty}$ is a nonempty closed convex cone whenever $C$ is nonempty. On the other hand, simple examples show that the convex cone bar (C) is not always closed.

The recession function of a proper lower semi-continuous convex function $g: X \mapsto \overline{\mathbb{R}}$ is the unique convex function $g^{\infty}: X \mapsto \overline{\mathbb{R}}$ satisfying

$$
\begin{equation*}
\operatorname{epi}\left(\mathrm{g}^{\infty}\right)=(\mathrm{epig})^{\infty} \tag{19}
\end{equation*}
$$

By [42, Corollary 3D], we have that

$$
\begin{equation*}
g^{\infty}=\psi_{\operatorname{dom}\left(\mathrm{g}^{*}\right)}^{*}=\psi_{\mathrm{cl}^{*}\left(\operatorname{dom}\left(\mathrm{~g}^{*}\right)\right)}^{*} . \tag{20}
\end{equation*}
$$

Thus, in particular,

$$
\begin{equation*}
\partial g^{\infty}(0)=\mathrm{cl}^{*}\left(\operatorname{dom}\left(\mathrm{~g}^{*}\right)\right) . \tag{21}
\end{equation*}
$$

Our goal is to show that if $\bar{S}$ is a set of weak sharp minima for $f$ relative to $S$, then $\bar{S}^{\infty}$ is a set of weak sharp minima for $f^{\infty}$ relative to $S^{\infty}$. For this we require a number of basic facts about the recession functions $f_{0}^{\infty}, f^{\infty}$, and the recession cones $S^{\infty}$, and $\bar{S}^{\infty}$. These are stated and proved in Appendix B.

The recession results of Appendix B are used in conjunction with Statement 4 in Theorem 2.3 to characterize when $\bar{S}^{\infty}$ is a set of weak sharp minima for $f^{\infty}$ relative to $S^{\infty}$.

Theorem 4.1 The set $\bar{S}^{\infty}$ is a set of weak sharp minima for $f^{\infty}$ relative to $S^{\infty}$ with modulus $\alpha>0$ if and only if

$$
\begin{equation*}
\alpha \mathbb{B}^{\circ} \cap\left(\bar{S}^{\infty}\right)^{\circ} \subset \operatorname{cl}^{*}\left(\operatorname{dom}\left(\mathrm{f}_{0}^{*}\right)\right)=\mathrm{cl}^{*}\left(\partial \mathrm{f}^{\infty}(0)+\left(\mathrm{S}^{\infty}\right)^{\circ}\right) \tag{22}
\end{equation*}
$$

Proof By (B.1), the set $\bar{S}^{\infty}$ is a set of weak sharp minima for $f^{\infty}$ relative to $S^{\infty}$ with modulus $\alpha>0$ if and only if set $\bar{S}^{\infty}$ is a set of weak sharp minima for $f_{0}^{\infty}$ with modulus $\alpha>0$. Statement 4 of Theorem 2.3 says that $\bar{S}^{\infty}$ is a set of weak sharp minima for $f_{0}^{\infty}$ with modulus $\alpha>0$ if and only if

$$
\begin{equation*}
\alpha \mathbb{B}^{\circ} \bigcap\left(\bigcup_{y \in \bar{S}^{\infty}} N_{\bar{S}^{\infty}}(y)\right) \subset \bigcup_{y \in \bar{S}^{\infty}} \partial f_{0}^{\infty}(y) \tag{23}
\end{equation*}
$$

But by (B.4), (B.5), and (B.3), the inclusion (23) is equivalent to (22).
The main result of this section follows.
Theorem 4.2 Assume that the space $X$ is reflexive and that the addition formula (6) holds at every point of $\bar{S}$. If $\bar{S}$ is a set of weak sharp minima for $f$ relative to $S$ with modulus $\alpha$, then

$$
\begin{equation*}
\alpha \mathbb{B}^{\circ} \cap\left(\bar{S}^{\infty}\right)^{\circ} \subset \operatorname{cl}^{*}\left(\cup_{\mathrm{x} \in \overline{\mathrm{~S}}}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)\right) \subset \operatorname{cl}^{*}\left(\operatorname{dom}\left(\mathrm{f}_{0}^{*}\right)\right) . \tag{24}
\end{equation*}
$$

In particular, this implies that $\bar{S}^{\infty}$ is a set of weak sharp minima for $f^{\infty}$ relative to $S^{\infty}$ with modulus $\alpha$.
Proof If $\bar{S}$ is a set of weak sharp minima for $f$ relative to $S$ with modulus $\alpha$ and the addition formula (6) holds on $\bar{S}$, then Statement 4 of Theorem 2.3 tells us that

$$
\alpha \mathbb{B}^{\circ} \bigcap\left(\bigcup_{x \in \bar{S}} N_{\bar{S}}(x)\right) \subset \bigcup_{x \in \bar{S}} \operatorname{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)=\bigcup_{x \in \bar{S}} \partial f_{0}(x) \subset \operatorname{dom}\left(\mathrm{f}_{0}^{*}\right) .
$$

Taking the weak* closure on both sides of this expression yields

$$
\mathrm{cl}^{*}\left(\alpha \mathbb{B}^{\circ} \bigcap\left(\bigcup_{\mathrm{x} \in \overline{\mathrm{~S}}} \mathrm{~N}_{\overline{\mathrm{S}}}(\mathrm{x})\right)\right) \subset \mathrm{cl}^{*}\left(\bigcup_{\mathrm{x} \in \overline{\mathrm{~S}}} \partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right) \subset \mathrm{cl}^{*}\left(\operatorname{dom}\left(\mathrm{f}_{0}^{*}\right)\right)
$$

where we have made use of the straightforward identity

$$
\mathrm{cl}^{*}\left(\bigcup_{\mathrm{x} \in \overline{\mathrm{~S}}} \mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)\right)=\mathrm{cl}^{*}\left(\bigcup_{\mathrm{x} \in \overline{\mathrm{~S}}}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)\right)
$$

We now claim that

$$
\operatorname{cl}^{*}\left(\alpha \mathbb{B}^{\circ} \bigcap\left(\bigcup_{\mathrm{x} \in \overline{\mathrm{~S}}} \mathrm{~N}_{\overline{\mathrm{S}}}(\mathrm{x})\right)\right)=\alpha \mathbb{B}^{\circ} \bigcap \mathrm{cl}^{*}\left(\bigcup_{\mathrm{x} \in \overline{\mathrm{~S}}} \mathrm{~N}_{\overline{\mathrm{S}}}(\mathrm{x})\right)
$$

Since the left-hand side is clearly contained in the right-hand side ( $\mathbb{B}^{\circ}$ is weak* closed), we only establish the reverse inclusion. The reflexivity of $X$ implies that the weak and weak* topologies coincide. By (B.8) in Lemma B.3, the weak and strong closures of the set $\bigcup_{x \in \bar{S}} N_{\bar{S}}(x)$ coincide. Let $\hat{x} \in \alpha \mathbb{B}^{\circ} \bigcap \mathrm{cl}^{*}\left(\bigcup_{\mathrm{x} \in \overline{\mathrm{S}}} \mathrm{N}_{\overline{\mathrm{S}}}(\mathrm{x})\right)$ and let $\left\{x^{k}\right\} \subset \bigcup_{x \in \bar{S}} N_{\bar{S}}(x)$ be such that $\hat{x}$ is the strong limit of $\left\{x^{k}\right\}$. In particular, this implies that $\left\|x^{k}\right\| \rightarrow\|\hat{x}\| \leq \alpha$. Set

$$
\tau_{k}=\sup \left\{\tau \mid 0 \leq \tau \leq 1, \tau x^{k} \in \alpha \mathbb{B}^{\circ}\right\}
$$

Then $\tau_{k} \rightarrow 1$ since $\left\|x^{k}\right\| \rightarrow\|\hat{x}\| \leq \alpha$, therefore $\left\{\tau_{k} x^{k}\right\} \subset \alpha \mathbb{B}^{\circ} \cap\left(\bigcup_{x \in \bar{S}} N_{\bar{S}}(x)\right)$ with $\tau_{k} x^{k} \rightarrow \hat{x}$. Consequently, $\hat{x} \in \operatorname{cl}\left(\alpha \mathbb{B}^{\circ} \bigcap\left(\bigcup_{\mathbf{x} \in \overline{\mathrm{S}}} \mathrm{N}_{\overline{\mathrm{S}}}(\mathrm{x})\right)\right) \subset \mathrm{cl}^{*}\left(\alpha \mathbb{B}^{\circ} \cap\left(\bigcup_{\mathbf{x} \in \overline{\mathrm{S}}} \mathrm{N}_{\overline{\mathrm{S}}}(\mathrm{x})\right)\right)$. Finally, by (B.8), we have

$$
\mathrm{cl}^{*}\left(\bigcup_{\mathrm{x} \in \overline{\mathrm{~S}}} \mathrm{~N}_{\overline{\mathrm{S}}}(\mathrm{x})\right)=\left(\bar{S}^{\infty}\right)^{\circ}
$$

whereby (24) is established.
Remarks 1. The question remains open whether or not Theorem 4.2 holds in general Banach spaces.
2. In [17, 23, 27], recession analysis is used to study global error bounds.

## 5 Local Weak Sharp Minima

Local versions of the notion of weak sharp minima can be obtained in a number of ways. However, one must be careful extending the various characterizations of weak sharp minima given in Theorem 2.3 to the local setting. We study a particularly useful localization of these ideas which is related to the notion of metric regularity to be discussed in Part II.

Definition 5.1 Let $S \subset X$ and let $f: X \mapsto \overline{\mathbb{R}}$ where $\overline{\mathbb{R}}=\mathbb{R} \cup\{+\infty\}$. The set $\bar{S}:=\arg \min \{f(x) \mid x \in S\}$ is said to be a set of weak sharp minima at $\bar{x} \in \bar{S}$ for $f$ over the set $S$ with modulus $\alpha>0$ if there exists $\epsilon>0$ such that

$$
\begin{equation*}
f(x) \geq f(\bar{x})+\alpha \operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) \tag{25}
\end{equation*}
$$

for all $x \in S \cap(\bar{x}+\epsilon \mathbb{B})$. The set $\bar{S}$ is said to be a set of local weak sharp minima for $f$ over $S$ if it is a set of weak sharp minima at $\bar{x} \in \bar{S}$ for $f$ over the set $S$ for every $\bar{x} \in \bar{S}$.

The most troublesome wrinkle in this definition is that the set $\bar{S}$ is no longer a subset of the set $S \cap(\bar{x}+\epsilon \mathbb{B})$. This has important consequences for the types of characterization theorems one can obtain. In particular, local versions of the results of Theorem 2.3 do not all carry over to this new setting. In our next result, we give an indication of what is possible.

Theorem 5.2 Let $\bar{S}$ and $S$ be nonempty closed convex subsets of $X$ with $\bar{S} \subset S$ and let $\bar{x} \in \bar{S}$. Assume that $f: X \mapsto \overline{\mathbb{R}}$ is lower semi-continuous and convex with $\operatorname{dom}(\mathrm{f}) \neq \emptyset$ and that the addition formula (6) holds in a neighborhood of $\bar{x}$. Let $\alpha>0$ and consider the following statements:
(A) The set $\bar{S}$ is a set of weak sharp minima at $\bar{x} \in \bar{S}$ for the function $f$ over the set $S$ with modulus $\alpha>0$.
(B) There is an $\epsilon>0$ such that

$$
\begin{equation*}
\alpha \mathbb{B}^{\circ} \cap N_{\bar{S}}(x) \subset \operatorname{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right) \quad \forall x \in \bar{S} \cap \operatorname{int}(\overline{\mathrm{x}}+\epsilon \mathbb{B}) . \tag{26}
\end{equation*}
$$

We have the following relationships between these statements:

1. Statement ( $A$ ) implies statement ( $B$ ).
2. If $X$ is assumed to be a Hilbert space, then statements ( $A$ ) and (B) are equivalent.
3. If $X$ is finite dimensional, then statements $(A)$ and ( $B$ ) are equivalent but for possibly different values of $\alpha$.

Remark In Theorem 2.3 we focus on the condition appearing in Part 3 of Theorem 2.3. However, any of the other conditions in Theorem 2.3 can be refined in a similar way.

Proof 1. Let $\epsilon>0$ be chosen so that the addition formula (6) holds on $\bar{x}+\epsilon \mathbb{B}$ and (25) holds for all $x \in S \cap(\bar{x}+\epsilon \mathbb{B})$. Let $x \in \bar{S} \cap \operatorname{int}(\overline{\mathrm{x}}+\epsilon \mathbb{B})$. Then, given $d \in X$ with $d \neq 0$, and $0<t<\frac{\epsilon-(\|x-\bar{x}\|)}{\|d\|}$, we have

$$
\frac{f_{0}(x+t d)-f_{0}(x)}{t} \geq \alpha \frac{\operatorname{dist}(\mathrm{x}+\operatorname{td} \mid \overline{\mathrm{S}})-\operatorname{dist}(\overline{\mathrm{x}} \mid \overline{\mathrm{S}})}{t}
$$

since $f_{0}(x)=f_{0}(\bar{x})$. By taking the limit on both sides as $t \downarrow 0$ and applying Part 6 of Theorem A.1, we obtain the inequality

$$
f_{0}^{\prime}(x ; d) \geq \operatorname{dist}\left(\mathrm{d} \mid \mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right)
$$

The result now follows as in the proof of Theorem 2.3.
2. By Part 8 of Theorem A.1, the hypotheses imply that

$$
f^{\prime}(x ; y-x) \geq \alpha \operatorname{dist}\left(\mathrm{y}-\mathrm{x} \mid \mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{x})\right) \quad \forall \mathrm{x} \in \overline{\mathrm{~S}} \cap \operatorname{int}(\overline{\mathrm{x}}+\epsilon \mathbb{B}) \text { and } \mathrm{y} \in \mathrm{~S} .
$$

Next observe that for $y \in S \cap$ int $(\overline{\mathrm{x}}+\epsilon \mathbb{B})$ we have

$$
\begin{aligned}
\|P(y \mid \bar{S})-\bar{x}\| & \leq\|P(y \mid \bar{S})-P(\bar{x} \mid \bar{S})\| \\
& \leq\|y-\bar{x}\| \\
& <\epsilon
\end{aligned}
$$

so $P(y \mid \bar{S}) \in \bar{S} \cap \operatorname{int}(\overline{\mathrm{x}}+\epsilon \mathbb{B})$. Therefore, for all $y \in S \cap \operatorname{int}(\overline{\mathrm{x}}+\epsilon \mathbb{B})$

$$
\begin{aligned}
f^{\prime}(P(y \mid \bar{S}) ; y-P(y \mid \bar{S})) & \geq \alpha \operatorname{dist}\left(\mathrm{y} \mid \mathrm{P}(\mathrm{y} \mid \overline{\mathrm{S}})+\mathrm{T}_{\overline{\mathrm{S}}}(\mathrm{P}(\mathrm{y} \mid \overline{\mathrm{S}}))\right) \\
& =\alpha\|P(y \mid \bar{S})-y\| \\
& =\alpha \operatorname{dist}(\mathrm{y} \mid \overline{\mathrm{S}})
\end{aligned}
$$

The subdifferential inequality now implies that for all $y \in S \cap \operatorname{int}(\overline{\mathrm{x}}+\epsilon \mathbb{B})$

$$
\begin{aligned}
f(y) & \geq f(P(y \mid \bar{S}))+f^{\prime}(P(y \mid \bar{S}) ; y-P(y \mid \bar{S})) \\
& \geq f(\bar{x})+\alpha \operatorname{dist}(\mathrm{y} \mid \overline{\mathrm{S}}) .
\end{aligned}
$$

Hence, by the lower semi-continuity of $f$ and the continuity of the distance function, this inequality must hold for $y \in S \cap(\bar{x}+\epsilon \mathbb{B})$.
3. Due to the equivalence of norms, the inequality (1) as well as the inclusion (26) holding for one norm implies that it must hold for all norms for possibly different values of $\alpha$.

Part 3 of Theorem 5.2 yields the following characterization for the set $\bar{S}$ to be a set of local weak sharp minima for $f$ over $S$ in the finite dimensional case.

Corollary 5.3 Let $X$ be finite dimensional, and assume that the addition formula (6) hold at every point of $\bar{S}$. Then $\bar{S}$ is a set of local weak sharp minima for $f$ over $S$ if and only if for every $r>0$ for which $r \mathbb{B} \cap \bar{S} \neq \emptyset$ there exists $\alpha(r)>0$ such that

$$
\begin{equation*}
\alpha(r) \mathbb{B}^{\circ} \cap\left(\bigcup_{x \in \bar{S} \cap r \mathbb{B}} N_{\bar{S}}(x)\right) \subset \bigcup_{x \in \bar{S} \cap r \mathbb{B}} \operatorname{cl}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right) . \tag{27}
\end{equation*}
$$

In addition, the condition (27) is equivalent to the condition

$$
\begin{equation*}
\alpha(r) \mathbb{B}^{\circ} \cap N_{\bar{S}}(x) \subset \operatorname{cl}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right) \quad \forall \mathrm{x} \in \overline{\mathrm{~S}} \cap \mathrm{rB} \tag{28}
\end{equation*}
$$

Proof The fact that (27) is equivalent to (28) follows immediately from Part 10 of Theorem A. 1 by setting $D=\alpha(r) \mathbb{B}^{\circ}$ and $C=\bar{S} \cap r \mathbb{B}$.

Let $r_{0}=\operatorname{dist}(0 \mid \overline{\mathrm{S}})$. Since $\bar{S}$ is closed, $\bar{S} \cap r \mathbb{B} \neq \emptyset$ for all $r \geq r_{0}$. Let us first suppose that $\bar{S}$ is a set of local weak sharp minima for $f$ over $S$. Choose $\bar{\alpha}>0$ and for each $x \in \bar{S}$ define

$$
\hat{\alpha}(x)=\min \left\{\sup \left\{\alpha \mid \alpha \mathbb{B}^{\circ} \cap N_{\bar{S}}(x) \subset \operatorname{cl}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)\right\}, \bar{\alpha}\right\}
$$

Since statement (A) in Theorem 5.2 holds for every $\bar{x} \in \bar{S}$, Part 1 of Theorem 5.2 implies that $\hat{\alpha}(x)>0$ for all $x \in \bar{S}$. Define $\alpha(r)=\inf \{\hat{\alpha}(x) \mid x \in \bar{S} \cap r \mathbb{B}\}$ for all $r>r_{0}$. Let $r>r_{0}$. If $\alpha(r)>0$, then (28) holds, which in turn implies (27). On the other hand, if $\alpha(r)=0$, then, since the set $\bar{S} \cap r \mathbb{B}$ is compact, there is a sequence $\left\{x^{k}\right\} \subset \bar{S} \cap r \mathbb{B}$ and an $\bar{x} \in \bar{S} \cap r \mathbb{B}$ such that $x^{k} \rightarrow \bar{x}$ and $\hat{\alpha}\left(x^{k}\right) \rightarrow 0$. Since statement
(A) in Theorem 5.2 holds at $\bar{x}$, Part 1 of Theorem 5.2 implies that there is an $\alpha>0$ and $\epsilon>0$ such that
(26) holds. But then for every $x \in \bar{x}+\epsilon \mathbb{B}, \hat{\alpha}(x) \geq \alpha>0$. This contradicts the fact that $x^{k} \rightarrow \bar{x}$ with $\hat{\alpha}\left(x^{k}\right) \rightarrow 0$. Hence, $\alpha(r)>0$.

Now suppose that (27), or equivalently, (28) holds. Let $\bar{x} \in \bar{S}$ and $r>\|\bar{x}\|$. Set $\epsilon=(r-\|\bar{x}\|) / 2$. Then (28) and Part 3 of Theorem 5.2 imply that statement (A) in Theorem 5.2 holds with this choice of $\epsilon>0$ and $\alpha=\alpha(r)$. Since $\bar{x} \in \bar{S}$ was chosen arbitrarily, the reverse implication is established.

## 6 Boundedly Weak Sharp Minima

The condition (27) given in Corollary 5.3 is interesting in its own right in the infinite dimensional case. We show that this condition always holds if $\bar{S}$ is assumed to be a set of boundedly weak sharp minima.

Definition 6.1 Let $S \subset X$ and let $f: X \mapsto \overline{\mathbb{R}}$ where $\overline{\mathbb{R}}=\mathbb{R} \cup\{+\infty\}$. The set $\bar{S}:=\arg \min \{f(x) \mid x \in S\}$ is said to a set of boundedly weak sharp minima for $f$ over the set $S$ if for every $r>0$ for which $\bar{S} \cap r \mathbb{B} \neq \emptyset$ there is an $\alpha_{r}>0$ such that

$$
\begin{equation*}
f(x) \geq f(\bar{x})+\alpha_{r} \operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) \tag{29}
\end{equation*}
$$

for all $x \in S \cap r \mathbb{B}$, where $\bar{x}$ is any element of $\bar{S}$.
This definition could have been stated with the sets $r \mathbb{B}$ replaced by bounded subsets $K$ of $X$. Indeed, this is the origin of the term. However, such a re-statement does not increase the generality of the definition.

Lemma 6.2 The set $\bar{S}$ is a set of boundedly weak sharp minima for $f$ over the set $S$ if and only if for every bounded set $K \subset X$ there is an $\alpha_{K}>0$ such that

$$
\begin{equation*}
f(x) \geq f(\bar{x})+\alpha_{K} \operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) \quad \forall \mathrm{x} \in \mathrm{~S} \cap \mathrm{~K}, \tag{30}
\end{equation*}
$$

where $\bar{x}$ is any element of $\bar{S}$.
Proof The forward implication follows by choosing $r>0$ so that $K \subset r \mathbb{B}$, while the reverse implication follows by taking $K=r \mathbb{B}$.

It is clear that the notion of weak sharp minima implies that of boundedly weak sharp minima, which, in turn, implies that of local weak sharp minima. We now relate the notion of boundedly weak sharp minima to condition (27) given in Corollary 5.3.

Theorem 6.3 Consider the following statements:
(a) The set $\bar{S}$ is a set of boundedly weak sharp minima for $f$ over the set $S$.
(b) For every $r>0$ for which $\bar{S} \cap r \mathbb{B} \neq \emptyset$ there is an $\alpha(r)>0$ such that

$$
\begin{equation*}
\alpha(r) \mathbb{B}^{\circ} \cap\left(\bigcup_{x \in \bar{S} \cap r \mathbb{B}} N_{\bar{S}}(x)\right) \subset \bigcup_{x \in \bar{S} \cap r \mathbb{B}} \mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right) . \tag{31}
\end{equation*}
$$

(c) For every $r>0$ for which $\bar{S} \cap r \mathbb{B} \neq \emptyset$ there is an $\alpha(r)>0$ such that

$$
\begin{equation*}
\alpha(r) \mathbb{B}^{\circ} \cap N_{\bar{S}}(x) \subset \operatorname{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right) \quad \text { for all } x \in \bar{S} \cap r \mathbb{B} . \tag{32}
\end{equation*}
$$

(d) The condition

$$
\begin{equation*}
\operatorname{cone}\left(\mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)\right)=\mathrm{N}_{\overline{\mathrm{S}}}(\mathrm{x}) \tag{33}
\end{equation*}
$$

holds for all $x \in \bar{S}$ and for every $r>0$ for which $\bar{S} \cap r \mathbb{B} \neq \emptyset$ there is an $\alpha(r)>0$ such that

$$
\begin{equation*}
\alpha(r) \mathbb{B}^{\circ} \cap\left[\operatorname{cone}\left(\mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right)\right)\right] \subset \mathrm{cl}^{*}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right) \quad \forall x \in \bar{S} \cap r \mathbb{B} . \tag{34}
\end{equation*}
$$

Statement (a) implies statement (b), and statements (b), (c), and (d) are equivalent. In addition, if $X$ is either a Hilbert space or finite dimensional, then statement (b) implies statement (a).

Proof By Part 10 of Theorem A.1, the statement (b) is equivalent to statement (c), and, by Lemma 3.1, statement (c) is equivalent to statement (d). Thus, we need only show that statement (a) implies statement (c).

Assume that $\bar{S}$ is a set of boundedly weak sharp minima for $f$ over the set $S$ and let $r>0$ be such that $\bar{S} \cap r \mathbb{B} \neq \emptyset$. Let $\alpha_{r+1}>0$ be as in Definition 6.1 so that

$$
f(x) \geq f(\bar{x})+\alpha_{r+1} \operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) \quad \text { for all } \mathrm{x} \in \mathrm{~S} \cap(\mathrm{r}+1) \mathbb{B} \text { and } \overline{\mathrm{x}} \in \overline{\mathrm{~S}} .
$$

Let $\bar{x} \in \bar{S} \cap r \mathbb{B}$ and define $\alpha(r)=\alpha_{r+1}$. By Part 1 of Theorem 5.2 with $\epsilon=1$, we have

$$
\alpha(r) \mathbb{B}^{\circ} \cap N_{\bar{S}}(\bar{x}) \subset \operatorname{cl}^{*}\left(\partial \mathrm{f}(\overline{\mathrm{x}})+\mathrm{N}_{\mathrm{S}}(\overline{\mathrm{x}})\right)
$$

which establishes (32).
Now we prove the "converse" under the assumption that $X$ is either a Hilbert space or $X$ is finite dimensional. That is, we show that statement (c) implies statement (a). Suppose that $\bar{S} \cap r \mathbb{B} \neq \emptyset$. Since (32) holds on $\bar{S} \cap(5 r) \mathbb{B}$, Parts 2 and 3 of Theorem 5.2 with $\epsilon=2 r$ imply that there is some $\alpha_{r}>0$ such that

$$
\begin{equation*}
f(x) \geq f(\bar{x})+\alpha_{r} \operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) \quad \forall \mathrm{x} \in \mathrm{~S} \cap(\overline{\mathrm{x}}+(2 \mathrm{r}) \mathbb{B}), \tag{35}
\end{equation*}
$$

for all $\bar{x} \in \bar{S}$ since $f(\bar{x})=f(\hat{x})$ whenever $\bar{x}, \hat{x} \in \bar{S}$. When $x \in S \cap r \mathbb{B}$, let $\hat{x} \in \bar{S} \cap r \mathbb{B}$, it follows from the triangle inequality property of a norm that, for

$$
\bar{x} \in\{u \in S \mid\|x-u\|=\operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}})\}
$$

we have

$$
\|x-\bar{x}\|=\operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) \leq\|\mathrm{x}-\hat{\mathrm{x}}\| \leq 2 \mathrm{r}
$$

This shows that

$$
f(x) \geq f(\bar{x})+\alpha_{r} \operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) \quad \text { for all } x \in S \cap r \mathbb{B},
$$

and the proof is complete.
Corollary 5.3 immediately yields the following elementary result.
Corollary 6.4 Let $X$ be finite dimensional. Then the set $\bar{S}$ is a set of boundedly weak sharp minima for $f$ over the set $S$ if and only if $\bar{S}$ is a set of local weak sharp minima for $f$ over $S$

We now examine the difference between the notions of weak sharp minima and boundedly weak sharp minima. Our approach to this is to compare (31) with Part 4 of Theorem 2.3. It may happen that in the case of boundedly weak sharp minima one has $\alpha(r) \rightarrow 0$ as $r \rightarrow \infty$ in which case the set $\bar{S}$ is not a set of weak sharp minima for $f$ over $S$ (see Example 6.6 below). Conditions under which $\alpha(r) \nrightarrow 0$ as $r \rightarrow \infty$ are related to the notion of an asymptotic constraint qualification [4, 37]. A simple condition assuring that $\alpha(r)$ is bounded away from zero is given in the following theorem.

Theorem 6.5 Suppose that $X$ is a reflexive Banach space and that the formula (6) holds at every point of $\bar{S}$. If $\bar{S}$ admits a decomposition of the form

$$
\begin{equation*}
\bar{S}=\bar{S}^{\infty}+D \tag{36}
\end{equation*}
$$

where $D$ is a bounded closed convex subset of $X$, then $\bar{S}$ is a set of weak sharp minima for $f$ over $S$ if and only if $\bar{S}$ is a set of boundedly weak sharp minima for $f$ over $S$. In addition, if $X$ is assumed to be finite dimensional, then the decomposition (36) holds if either (a) $0 \in \operatorname{ri}\left(\operatorname{dom} f_{0}^{*}\right)$, in which case $\bar{S}^{\infty}$ is a subspace, or (b) $\bar{S}$ is a polyhedral set.

Proof If $\bar{S}$ is a set of weak sharp minima for $f$ over $S$, then trivially $\bar{S}$ is a set of boundedly weak sharp minima for $f$ over $S$. Conversely, let us suppose that $\bar{S}$ is a set of boundedly weak sharp minima for $f$ over $S$. Then, for any $x^{*} \in\left(\bar{S}^{\infty}\right)^{\circ}$ there exists $d \in D$ such that

$$
\psi_{\bar{S}}^{*}\left(x^{*}\right)=\psi_{\bar{S}^{\infty}}^{*}\left(x^{*}\right)+\psi_{D}^{*}\left(x^{*}\right)=\psi_{D}^{*}\left(x^{*}\right)=\left\langle x^{*}, d\right\rangle,
$$

since $X$ is reflexive. Hence, by Part 1 of Theorem A.1, $\left(\bar{S}^{\infty}\right)^{o} \subset \cup_{x \in D} N_{\bar{S}}(x)$. But then, by Lemma B.3,

$$
\bigcup_{x \in \bar{S}} N_{\bar{S}}(x) \subset\left(\bar{S}^{\infty}\right)^{\circ} \subset \bigcup_{x \in D} N_{\bar{S}}(x)
$$

whereby

$$
\left(\bar{S}^{\infty}\right)^{\circ}=\bigcup_{x \in \bar{S}} N_{\bar{S}}(x)=\bigcup_{x \in D} N_{\bar{S}}(x)
$$

Let $r>0$ be such that $D \subset r \mathbb{B}$, and let $\alpha=\alpha(r)>0$ be chosen to satisfy the inclusion (31). Then,

$$
\begin{aligned}
\alpha \mathbb{B}^{\circ} \bigcap\left(\bigcup_{x \in \bar{S}} N_{\bar{S}}(x)\right) & =\alpha \mathbb{B}^{\circ} \bigcap\left(\bigcup_{x \in D} N_{\bar{S}}(x)\right) \\
& \subset \alpha \mathbb{B}^{\circ} \bigcap\left(\bigcup_{x \in \bar{S} \cap r \mathbb{B}} N_{\bar{S}}(x)\right) \\
& \subset \bigcup_{x \in \bar{S} \cap r \mathbb{B}} \mathrm{cl}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right) \\
& \subset \bigcup_{x \in \bar{S}} \mathrm{cl}\left(\partial \mathrm{f}(\mathrm{x})+\mathrm{N}_{\mathrm{S}}(\mathrm{x})\right) .
\end{aligned}
$$

Therefore, by Part 4 of Theorem $2.3, \bar{S}$ is a set of weak sharp minima for $f$ over $S$.
The fact that (36) holds with $\bar{S}^{\infty}$ a subspace when $0 \in \operatorname{ri}\left(\operatorname{dom}\left(f_{0}^{*}\right)\right)$ is proved in [3, Theorem 2.3]. The fact that (36) holds when $\bar{S}$ is polyhedral is an immediate consequence of [43, Corollary 19.1.1].

Remark The condition $0 \in \operatorname{ri}\left(\operatorname{dom}\left(f_{0}^{*}\right)\right)$ is carefully examined in [3] where a number of important consequences of this hypothesis are presented. A special case of Theorem 6.5, where $X$ is finite dimensional and $0 \in \operatorname{ri}\left(\operatorname{dom}\left(f_{0}^{*}\right)\right)$, was proved in [18, Corollary 5]. Additional examples in optimization where $\bar{S}$ exhibits the decomposition (36), can be found in [29].

In the finite dimensional case, Theorems 6.3 and 6.5 and Corollary 6.4 indicate that the ability to jump from local to global weak sharp minima is related to the asymptotic geometry of the sets $\bar{S}$ and $S$. This geometry was examined in Section 4. In the following example it is shown that $\bar{S}$ being a set of boundedly weak sharp minima for $f$ does not imply that $\bar{S}^{\infty}$ is a set of weak sharp minima for $f^{\infty}$.
Example 6.6 Consider $f\left(x_{1}, x_{2}\right)=[b(x)]_{+}$, where $b(x)=\sqrt{x_{1}^{2}+x_{2}^{2}}-x_{1}-1$. Let $\bar{S}$ be a set of optimal solutions of $f$. It is easily to see that $f^{\infty}(x)=\sqrt{x_{1}^{2}+x_{2}^{2}}-x_{1}$, and $\bar{S}^{\infty}=\mathbb{R}_{+} \times\{0\}$. The set $\bar{S}^{\infty}$ is not a set of weak sharp minima for $f^{\infty}$ since $N_{\bar{S}^{\infty}}(0)=\mathbb{R}_{-} \times \mathbb{R}$ and $\partial f^{\infty}(0)=(-1,0)+\mathbb{B}$. By Proposition 4.2, $\bar{S}$ is not a set of weak sharp minima for $f$. However, $b(x) \leq 0$ satisfies the Slater condition. Hence $\bar{S}$ is a set of boundedly weak sharp minima for $f$.

This example, in conjunction with Theorem 4.2, leads one to conjecture that the two assumptions (a) $\bar{S}$ is a set of boundedly weak sharp minima for $f$, (b) $\bar{S}^{\infty}$ is a set of weak sharp minima for $f^{\infty}$, taken together might imply that $\bar{S}$ is a set of weak sharp minima for $f$. The following example shows that the aforementioned assumptions (a) and (b) do not imply $\bar{S}$ is a set of weak sharp minima. Thus, the weakest additional conditions under which a set of boundedly weak sharp minima becomes a set of weak sharp minima are still unknown.

Example 6.7 Let $b(x)$ be given in Example 6.6, and $g(x)=\left(\sqrt{x_{1}^{2}+x_{2}^{2}}+x_{1}+1\right) b(x)=x_{2}^{2}-2 x_{1}-1$. Let $h(x)=\max \{b(x), g(x)\}$. Since $\sqrt{x_{1}^{2}+x_{2}^{2}}+x_{1}+1 \geq 1, b(x) \geq g(x)$ if $b(x)<0$, and $b(x) \leq g(x)$ if $b(x) \geq 0$. For any real number $t>-1$, let $f_{t}(x)=[h(x)-t]_{+}$, and $\bar{S}_{t}=\arg \min _{x \in \mathbb{R}^{2}} f_{t}(x)$. Since $h(0)-t=-1-t<0$, the system $h(x)-t \leq 0$ satisfies the Slater condition. It follows that $\bar{S}_{t}$ is a set of boundedly weak sharp minima for $f_{t}$ when $t>-1$. We will show that $\bar{S}_{t}$ is a set of weak sharp minima for $f_{t}$ when $t \geq 0$, and $\bar{S}_{t}$ is not a set of weak sharp minima for $f_{t}$ when $-1<t<0$.

For $t \geq 0$, if $x=\left(x_{1}, x_{2}\right)$ is such that $g(x)=t$, then $b(x) \leq t$. This means that $\bar{S}_{t}=\hat{S}_{t}$, where $\hat{S}_{t}$ is the solution set to the inequality system $g(x) \leq t$. Since $g^{\infty}(1,0)=-2$, we know from [17, Theorem 2.3] that $\operatorname{dist}\left(\mathrm{x} \mid \hat{\mathrm{S}_{\mathrm{t}}}\right) \leq 1 / 2[\mathrm{~g}(\mathrm{x})-\mathrm{t}]_{+}$for all $x \in \mathbb{R}^{2}$. It follows that $\operatorname{dist}\left(\mathrm{x} \mid \overline{\mathrm{S}}_{\mathrm{t}}\right)=\operatorname{dist}\left(\mathrm{x} \mid \hat{\mathrm{S}_{\mathrm{t}}}\right) \leq 1 / 2[\mathrm{~g}(\mathrm{x})-\mathrm{t}]_{+} \leq$ $1 / 2[\mathrm{~h}(\mathrm{x})-\mathrm{t}]_{+}=1 / 2 \mathrm{f}_{\mathrm{t}}(\mathrm{x})$ for all $x \in \mathbb{R}^{2}$, i.e., $S_{t}$ is a set of weak sharp minima for $f_{t}$. By [43, Theorem 9.4],

$$
f_{t}^{\infty}(x)=\max \left\{b^{\infty}(x), g^{\infty}(x), 0\right\}=\max \left\{\psi_{\mathbb{B}+(-1,0)}^{*}(x), \psi_{\{-2\} \times \mathbb{R}}^{*}(x)\right\}
$$

where this function is independent of $t$, and the cones $\bar{S}_{t}^{\infty}$ are the same for all $t>-1$. Hence, by Theorem 4.2, $\bar{S}_{t}^{\infty}$ is a set of weak sharp minima for $f_{t}^{\infty}$ for $t>-1$.

Let $-1<t<0$, and consider $x=\left(x_{1}, x_{2}\right)$ such that $b(x)=t$. In this case we have

$$
\begin{align*}
\sqrt{x_{1}^{2}+x_{2}^{2}} & =x_{1}+1+t, \quad \text { and }  \tag{37}\\
x_{2}^{2} & =2 x_{1}(1+t)+(1+t)^{2} \tag{38}
\end{align*}
$$

It follows that $x_{1} \geq-(1+t) / 2$, and $x_{1}=-(1+t) / 2$ if and only if $x_{2}=0$. If $x_{2} \neq 0$, we have $t=b(x)>g(x)$ since

$$
\sqrt{x_{1}^{2}+x_{2}^{2}}+x_{1}+1=\left(2 x_{1}+1+t\right)+1>1
$$

As a consequence, we have

$$
\partial h(x)= \begin{cases}\operatorname{co}\{\partial b(x), \partial g(x)\} & \text { if } x_{2}=0, \text { and } x_{1}=-(1+t) / 2 \\ \partial b(x) & \text { otherwise. }\end{cases}
$$

Therefore, for $x$ with $h(x)=t$ and $x_{2} \neq 0$, the identity (37) implies that

$$
\begin{equation*}
\partial h(x)=\{\nabla b(x)\}=\left\{\left(\frac{-(1+t)}{x_{1}+1+t}, \frac{x_{2}}{x_{1}+t+1}\right)^{T}\right\} \tag{39}
\end{equation*}
$$

Since $h(x) \leq t$ satisfies the Slater condition, $N_{\bar{S}_{t}}(x)=\operatorname{cone}\{\partial h(x)\}=\operatorname{cone}\{\nabla b(x)\}$. On the other hand, by (39) and (38),

$$
\|\nabla b(x)\|^{2}=\frac{(1+t)^{2}+2 x_{1}(1+t)+(1+t)^{2}}{\left(x_{1}+1+t\right)^{2}} \rightarrow 0 \quad \text { as } x_{1} \rightarrow+\infty .
$$

Hence, there is no positive $\alpha$ such that

$$
\alpha \mathbb{B}^{\circ} \cap N_{\bar{S}_{t}}(x) \subset \operatorname{co}\{\partial h(x), 0\} \quad \forall x \in \bar{S}_{t}
$$

As a result, by Part 3 of Theorem 2.3, for $-1<t<0, \bar{S}_{t}$ is not a set of weak sharp minima for $f_{t}$. However, as noted above $\bar{S}_{t}^{\infty}$ is a set of weak sharp minima for $f_{t}^{\infty}$.

Remark The functions $b(x)$ and $g(x)$ used in Examples 6.6 and 6.7 were taken from Li and Klatte [30] where they were used to construct counter-examples in the study of global error bounds for systems of convex inequalities under the Slater constraint qualification.

## 7 A Reduction Theorem in the Lipschitzian Case

In a number of applications, the underlying function $f$ in (1) is known to possess certain Lipschitzian properties. In this case one can relate various notions of weak sharpness to a corresponding notion of weak sharpness for the function $f+K \operatorname{dist}(\cdot \mid \mathrm{S})$ for some value of $K>0$. This reduction from a constrained to an unconstrained problem can often simplify the analysis. We use this reduction technique in our discussion of nondifferentiable systems of convex inequalities in Part II.

Theorem 7.1 Let $f, \bar{S}$, and $S$ be as in Theorem 2.3.

1. If $f$ is globally Lipschitz continuous on $X$ with Lipschitz constant L, then $\bar{S}$ is a set of weak sharp minima for $f$ over $S$ with modulus $\alpha$ if and only if $\bar{S}$ is a set of weak sharp minima for the function $f+(\alpha+L)$ dist $(\cdot \mid \mathrm{S})$ with modulus $\alpha$.
2. If $f$ is locally Lipschitz on $X$, then $\bar{S}$ is a set of local weak sharp minima for $f$ over $S$ if and only if for every $\bar{x} \in \bar{S}$ there is an $\epsilon>0, \alpha>0$, and $\hat{L}>0$ such that

$$
f(x)+\hat{L} \operatorname{dist}(\mathrm{x} \mid \mathrm{S}) \geq \mathrm{f}(\overline{\mathrm{x}})+\alpha \operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) \quad \text { for all } \mathrm{x} \in \overline{\mathrm{x}}+\epsilon \mathbb{B}
$$

3. If $f$ is Lipschitz continuous on bounded subsets of $X$, then $\bar{S}$ is a set of boundedly weak sharp minima for $f$ over $S$ if and only if for every bounded subset $K$ of $X$ for which $K \cap \bar{S} \neq \emptyset$ there is an $\hat{L}>0$ and $\alpha>0$ such that

$$
f(x)+\hat{L} \operatorname{dist}(\mathrm{x} \mid \mathrm{S}) \geq \mathrm{f}(\overline{\mathrm{x}})+\alpha \operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) \quad \text { for all } \mathrm{x} \in \mathrm{~S} \cap \mathrm{~K}
$$

Proof We only prove Part 2 of this theorem since the pattern of proof is identical for all three. Clearly, if for every $\bar{x} \in \bar{S}$ there is an $\epsilon>0, \alpha>0$, and $\hat{L}>0$ such that

$$
f(x)+\hat{L} \operatorname{dist}(\mathrm{x} \mid \mathrm{S}) \geq \mathrm{f}(\overline{\mathrm{x}})+\alpha \operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) \quad \text { for all } \mathrm{x} \in \overline{\mathrm{x}}+\epsilon \mathbb{B}
$$

then $\bar{S}$ is a set of local weak sharp minima for $f$ over $S$, so we only prove the converse. Let $\bar{x} \in \bar{S}$ and choose $\epsilon>0$ and $\alpha>0$ so that (1) holds on $(\bar{x}+3 \epsilon \mathbb{B}) \cap S$ and $f$ is Lipschitz continuous on $\bar{x}+3 \epsilon \mathbb{B}$ with Lipschitz constant $L \geq 1$. Let $x \in \bar{x}+\epsilon \mathbb{B}$. Given $0<\delta<\epsilon$, there is an $x_{\delta} \in S$ such that

$$
\left\|x-x_{\delta}\right\| \leq \operatorname{dist}(\mathrm{x} \mid \mathrm{S})+\delta \leq \epsilon+\delta<2 \epsilon
$$

This implies that

$$
\left\|x_{\delta}-\bar{x}\right\| \leq\left\|x-x_{\delta}\right\|+\|x-\bar{x}\|<3 \epsilon
$$

Therefore, since the distance function is Lipschitz with Lipschitz constant 1,

$$
\begin{aligned}
\operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}}) & \leq\left\|x-x_{\delta}\right\|+\operatorname{dist}\left(\mathrm{x}_{\delta} \mid \overline{\mathrm{S}}\right) \\
& \leq \operatorname{dist}(\mathrm{x} \mid \mathrm{S})+\alpha^{-1}\left[\mathrm{f}\left(\mathrm{x}_{\delta}\right)-\mathrm{f}(\overline{\mathrm{x}})\right]+\delta \\
& \leq \operatorname{dist}(\mathrm{x} \mid \mathrm{S})+\alpha^{-1}\left[\mathrm{f}(\mathrm{x})+\mathrm{L}\left\|\mathrm{x}-\mathrm{x}_{\delta}\right\|-\mathrm{f}(\overline{\mathrm{x}})\right]+\delta \\
& \leq \operatorname{dist}(\mathrm{x} \mid \mathrm{S})+\alpha^{-1}[\mathrm{f}(\mathrm{x})+\mathrm{L}(\operatorname{dist}(\mathrm{x} \mid \mathrm{S})+\delta)-\mathrm{f}(\overline{\mathrm{x}})]+\delta \\
& \leq\left(1+\alpha^{-1} L\right)[\operatorname{dist}(\mathrm{x} \mid \mathrm{S})+\delta]+\alpha^{-1}[\mathrm{f}(\mathrm{x})-\mathrm{f}(\overline{\mathrm{x}})]
\end{aligned}
$$

or equivalently,

$$
f(x)+(\alpha+L)[\operatorname{dist}(\mathrm{x} \mid \mathrm{S})+\delta] \geq \mathrm{f}(\overline{\mathrm{x}})+\alpha \operatorname{dist}(\mathrm{x} \mid \overline{\mathrm{S}})
$$

Since $x$ and $\delta$ were chosen arbitrarily from $\bar{x}+\epsilon \mathbb{B}$ and $(0, \epsilon)$, respectively, this establishes the result.

## A Duality Correspondences

Theorem A. 1 [Duality Results] Let $C$ be a nonempty closed convex subset of $X$ and let $E$ and $F$ be nonempty convex subsets of $X^{*}$.

1. [2, Proposition 4, page 168] For all $x \in C$,

$$
N_{C}(x)=\left\{z \in X^{*}:\langle z, x\rangle=\psi_{C}^{*}(z)\right\} .
$$

2. [36, Theorem 1, page 136] For all $y \in X$,

$$
\operatorname{dist}(\mathrm{y} \mid \mathrm{C})=\max _{\|\mathrm{z}\|_{0} \leq 1}\left[\langle\mathrm{z}, \mathrm{y}\rangle-\psi_{\mathrm{C}}^{*}(\mathrm{z})\right]
$$

3. If $C$ is a closed convex cone, then, for all $y \in X$,

$$
\operatorname{dist}(\mathrm{y} \mid \mathrm{C})=\psi_{\mathbb{B}^{\circ} \cap \mathrm{C}^{\circ}}^{*}(\mathrm{y})
$$

4. For all $y \in X$,

$$
\operatorname{dist}(y \mid C)=\sup _{x \in C} \operatorname{dist}\left(y \mid x+T_{C}(x)\right)
$$

5. [9, Proposition 3.1] The function dist $(\cdot \mid \mathrm{C})$ is lower semicontinuous and convex with

$$
\operatorname{dom}(\operatorname{dist}(\cdot \mid \mathrm{C}))=\mathrm{X}
$$

and

$$
\begin{array}{rlr}
\partial \operatorname{dist}(\mathrm{y} \mid \mathrm{C}) & =\arg \max _{\|z\|_{o} \leq 1}\left[\langle z, y\rangle-\psi_{C}^{*}(z)\right] \\
& = \begin{cases}\mathbb{B}^{\circ} \bigcap N_{C}(y), & \text { if } y \in C \\
\operatorname{bdry}\left(\mathbb{B}^{\circ}\right) \bigcap \mathrm{N}_{\mathrm{C}+\operatorname{dist}(\mathrm{y} \mid \mathrm{C}) \mathbb{B}}(\mathrm{y}), & \text { otherwise } .\end{cases}
\end{array}
$$

6. Define $\rho(x)=\operatorname{dist}(\mathrm{x} \mid \mathrm{C})$. Then, for all $x \in C$ and $d \in X$,

$$
\rho^{\prime}(x ; d)=\operatorname{dist}\left(\mathrm{d} \mid \mathrm{T}_{\mathrm{C}}(\mathrm{x})\right)=\psi_{\mathbb{B}^{\circ} \cap \mathrm{N}_{\mathrm{C}}(\mathrm{x})}^{*}(\mathrm{~d})
$$

7. [2, Proposition 7, page 204]

$$
\psi_{E}^{*}(d) \leq \psi_{F}^{*}(d) \forall d \in X \quad \Longleftrightarrow \quad E \subset \mathrm{cl}^{*}(\mathrm{~F})
$$

8. Let $K$ be a nonempty closed convex cone in $X$. Then

$$
\begin{aligned}
\psi_{E}^{*}(d) \leq \psi_{F}^{*}(d) \forall d \in K & \Longleftrightarrow \psi_{E}^{*}(d) \leq \psi_{F+K^{\circ}}^{*}(d) \forall d \in X \\
& \Longleftrightarrow E \subset \operatorname{cl}^{*}\left(\mathrm{~F}+\mathrm{K}^{\circ}\right)
\end{aligned}
$$

9. [38, The Moreau Decomposition] Suppose that $X$ is a Hilbert space and that $K \subset X$ is a nonempty closed convex cone. Then each $x \in X$ has a unique representation of the form $x=x_{1}+x_{2}$ where $x_{1} \in K$ and $x_{2} \in K^{\circ}$ with $\left\langle x_{1}, x_{2}\right\rangle=0$. Indeed, one has $x_{1}=P(x \mid K)$ and $x_{2}=P\left(x \mid K^{\circ}\right)$.
10. [10, Lemma 2.1] For any nonempty subset $C$ of the set $\bar{S}=\arg \min f_{0}$ and any set $D \subset X^{*}$ containing the origin in its interior, we have

$$
\begin{equation*}
D \cap N_{\bar{S}}(x) \subset \partial f_{0}(x) \quad \forall x \in C \tag{A.1}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
D \cap\left(\bigcup_{x \in C} N_{\bar{S}}(x)\right) \subset \bigcup_{x \in C} \partial f_{0}(x) \tag{A.2}
\end{equation*}
$$

Proof The proofs of Parts 1, 2, 5, and 7 can be found in the given citations. Part 3 is an immediate consequence of Part 2, and Part 6 is an immediate consequence of Parts 3 and 5 and the fact that $\rho^{\prime}(x$ : $d)=\psi_{\partial \operatorname{dist}(x \mid C)}^{*}(d)([44$, Part (b), Theorem 11]). The following computation shows that Part 4 follows from Parts 1, 2, and 3:

$$
\begin{aligned}
\sup _{x \in C} \operatorname{dist}\left(\mathrm{y} \mid \mathrm{x}+\mathrm{T}_{\mathrm{C}}(\mathrm{x})\right) & =\sup _{x \in C} \psi_{\mathbb{B}^{\circ} \cap N_{C}(x)}^{*}(y-x) & & {[\text { by Part 3] }} \\
& =\sup _{\substack{x \in C, z \in N_{C}(x) \\
\|z\|_{0} \leq 1}}[\langle z, y\rangle-\langle z, x\rangle] & & \\
& =\sup _{\|z\|_{o} \leq 1}\left[\langle z, y\rangle-\psi_{C}^{*}(z)\right] & & {[\text { by Part 1] }} \\
& =\operatorname{dist}(\mathrm{y} \mid \mathrm{C}) & & \text { [by Part 2] } .
\end{aligned}
$$

We now show Part 8 beginning with the first equivalence. First note that if $d \notin K$, then there is a $z \in K^{\circ}$ such that $\langle z, d\rangle>0$. Let $w \in F$ and consider $w+\lambda z$ as $\lambda \rightarrow \infty$. Since $\langle w+\lambda z, d\rangle \nearrow \infty$ as $\lambda \rightarrow \infty$, we have that $\psi_{F+K^{\circ}}^{*}(d)=+\infty$. On the other hand, if $d \in K$, then, by the definition of the polar cone,

$$
\begin{aligned}
\psi_{F}^{*}(d) & \leq \psi_{F+K^{\circ}}^{*}(d) \\
& =\sup \left\{\langle w, d\rangle+\langle z, d\rangle: w \in F, z \in K^{\circ}\right\} \\
& \leq \psi_{F}^{*}(d)
\end{aligned}
$$

Hence, the first equivalence has been established. The second equivalence in Part 8 follows immediately from Part 7.

We now establish Part 10. This result is essentially proved in [10, Lemma 2.1], but the statement given here is slightly different. We show that the proof given in [10, Lemma 2.1] works in this setting. Clearly (A.1) implies (A.2) so we need only show the reverse implication. For this suppose $x \in C$ and $w \in D \bigcap N_{\bar{S}}(x) \neq \emptyset$. By hypothesis, there exists $y \in C$ such that $w \in \partial f_{0}(y)$. Hence, for any $z \in \bar{S}$, we have

$$
f_{0}(z) \geq f_{0}(y)+\langle w, z-y\rangle,
$$

or, equivalently,

$$
0 \geq\langle w, z-y\rangle \forall z \in \bar{S}
$$

Therefore, $w \in N_{\bar{S}}(y)$ so that $w \in N_{\bar{S}}(x) \cap N_{\bar{S}}(y)$ which implies that

$$
\begin{equation*}
\langle w, y\rangle=\langle w, x\rangle . \tag{A.3}
\end{equation*}
$$

However, $w \in \partial f_{0}(y)$ so $f_{0}(z)-f_{0}(y) \geq\langle w, z-y\rangle$, for all $z \in X$. Since $y, x \in \bar{S}, f_{0}(y)=f_{0}(x)$ so that (A.3) gives $f_{0}(z)-f_{0}(x) \geq\langle w, z-x\rangle$, for all $z$, or equivalently, $w \in \partial f_{0}(x)$.

## B Properties of Recession Functions

Lemma B. 1 Let $f_{0}$ be the essential objective function defined in (2). If $\bar{S}=\arg \min f_{0}$ is nonempty, then

$$
\begin{align*}
f_{0}^{\infty} & =f^{\infty}+\psi_{S^{\infty}}  \tag{B.1}\\
\operatorname{cl}^{*}\left(\operatorname{dom}\left(\mathrm{f}_{0}^{*}\right)\right) & =\mathrm{cl}^{*}\left(\operatorname{dom}\left(\mathrm{f}^{*}\right)+\left(\mathrm{S}^{\infty}\right)^{\circ}\right),  \tag{B.2}\\
\partial f_{0}^{\infty}(0) & =\mathrm{cl}^{*}\left(\partial \mathrm{f}^{\infty}(0)+\mathrm{N}_{\mathrm{S}^{\infty}}(0)\right),  \tag{B.3}\\
\left(\bar{S}^{\infty}\right)^{\circ} & =\bigcup_{y \in \bar{S}^{\infty}} N_{\bar{S}^{\infty}}(y),  \tag{B.4}\\
\partial f_{0}^{\infty}(0) & =\bigcup_{y \in \bar{S}^{\infty}} \partial f_{0}^{\infty}(y), \tag{B.5}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{S}^{\infty}=\arg \min f_{0}^{\infty}=\arg \min \left\{f^{\infty}(y) \mid y \in S^{\infty}\right\}=\left[\operatorname{cone}\left(\operatorname{dom}\left(\mathrm{f}_{0}^{*}\right)\right)\right]^{\circ} . \tag{B.6}
\end{equation*}
$$

Proof We first show (B.1). By [42, Theorem 3B, Part (b)], we have $(y, \mu) \in \mathrm{epif}_{0}^{\infty}$ if and only if there exists $x \in \operatorname{dom}\left(\mathrm{f}_{0}\right)=\operatorname{dom}(\mathrm{f}) \cap \mathrm{S}$ such that

$$
f(x+\lambda y)+\psi_{S}(x+\lambda y) \leq f(x)+\psi_{S}(x)+\lambda \mu<\infty \quad \forall \lambda \geq 0
$$

or equivalently,
$y \in S^{\infty}$ and there exists $x \in \operatorname{dom}(\mathrm{f}) \cap \mathrm{S}$ such that $f(x+\lambda y) \leq f(x)+\lambda \mu \quad \forall \lambda \geq 0$.
But then, again by [42, Theorem 3B, Part (b)], this is equivalent to the statement that $y \in S^{\infty}$ and $f^{\infty}(y) \leq \mu$, which, in turn, is equivalent to $(y, \mu) \in \operatorname{epi}\left(\mathrm{f}^{\infty}+\psi_{\mathrm{s}^{\infty}}\right)$.

Relation (B.2) follows from the fact that

$$
\begin{aligned}
\psi_{\mathrm{cl}^{*}\left(\operatorname{dom}\left(\mathrm{f}_{0}^{*}\right)\right)}^{*} & =f_{0}^{\infty} \\
& =f^{\infty}+\psi_{S^{\infty}} \\
& =\psi_{\mathrm{c}^{*}\left(\operatorname{dom}\left(\mathrm{f}^{*}\right)\right)}^{*}+\psi_{\left(S^{\infty}\right)^{\circ}}^{*} \\
& =\psi_{\mathrm{cl}}{ }^{*}\left(\operatorname{dom}\left(\mathrm{f}^{*}\right)+\left(\mathrm{s}^{\infty}\right)^{\circ}\right)
\end{aligned}
$$

where the final equality follows from one of the many elementary properties of support functions listed in [2, page 31]. Relation (B.3) follows by combining (B.2) with (21) and the fact that ( $\left.S^{\infty}\right)^{\circ}=N_{S^{\infty}}(0)$ since $S^{\infty}$ is a closed convex cone. Relation (B.4) follows from the fact that $\bar{S}^{\infty}$ is a closed convex cone and so

$$
N_{\bar{S}^{\infty}}(y) \subset\left(\bar{S}^{\infty}\right)^{\circ}=N_{\bar{S}^{\infty}}(0) \text { for every } y \in \bar{S}^{\infty}
$$

Relation (B.5) follows from (20) which implies that

$$
\partial f_{0}^{\infty}(y) \subset \mathrm{cl}^{*}\left(\operatorname{dom}\left(\mathrm{f}_{0}^{*}\right)\right)=\partial f_{0}^{\infty}(0) \text { for every } y \in \operatorname{dom}\left(\partial \mathrm{f}_{0}^{\infty}\right)
$$

Finally, by [8],

$$
z \in \partial f(x) \Longleftrightarrow x \in \partial f^{*}(z)
$$

Therefore, $\bar{S}=\partial f_{0}^{*}(0)$, since $\bar{S}=\arg \min _{x \in S} f$. Consequently, $0 \in \operatorname{dom}\left(f_{0}^{*}\right)$ and so, by $(20), f_{0}^{\infty}(y)=$ $\psi_{\mathrm{cl}^{*}\left(\operatorname{dom}\left(\mathrm{f}_{0}^{*}\right)\right)}^{*}(y) \geq 0$ for all $x \in X$. Hence, by [42, Theorem 3B, Parts (a) and (d)], and (B.1), we have

$$
\bar{S}^{\infty}=\left\{y \mid f_{0}^{\infty}(y) \leq 0\right\}=\arg \min f_{0}^{\infty}=\arg \min \left\{f^{\infty}(y) \mid y \in S^{\infty}\right\}=\left[\operatorname{cone}\left(\operatorname{dom}\left(f_{0}^{*}\right)\right)\right]^{\circ},
$$

where the final equivalence comes from the fact that

$$
\left\{y \mid f_{0}^{\infty}(y)=\psi_{\mathrm{cl}^{*}\left(\operatorname{dom}\left(\mathrm{f}_{0}^{*}\right)\right)}^{*}(y) \leq 0\right\}=\left[\operatorname{cone}\left(\operatorname{dom}\left(\mathrm{f}_{0}^{*}\right)\right)\right]^{\circ}
$$

Remark Note that the formula (B.3) always holds. This is an important instance in which the addition formula (6) must always hold.

Theorem B. 2 Assume that $X$ is a Banach space, and let $f: X \mapsto \overline{\mathbb{R}}$ be a lower semi-continuous convex function that is not everywhere $+\infty$. Then the weak and strong closures of the domain of the subdifferential of $f$ coincide.

Proof The Brøndsted-Rockafellar theorem [8] implies dom ( $\partial \mathrm{f}$ ) is dense in dom (f) in the norm topology. Hence the strong closure of dom ( $\partial \mathrm{f}$ ) equals the strong closure of dom (f). Since dom (f) is convex, we have that the weak and strong closures of dom (f) coincide. Therefore,

$$
\operatorname{cl}(\operatorname{dom}(\partial \mathrm{f})) \subset \mathrm{w}-\operatorname{cl}(\operatorname{dom}(\partial \mathrm{f})) \subset \mathrm{w}-\operatorname{cl}(\operatorname{dom}(\mathrm{f}))=\operatorname{cl}(\operatorname{dom}(\mathrm{f}))=\operatorname{cl}(\operatorname{dom}(\partial \mathrm{f}))
$$

The following technical lemma is used to relate the results of Theorems 2.3 and 4.1.
Lemma B. 3 Let $C$ be a nonempty closed convex subset of normed linear space $X$. Then

$$
\begin{equation*}
\bigcup_{x \in C} N_{C}(x)=\operatorname{dom}\left(\partial \psi_{\mathrm{C}}^{*}\right) \subset \operatorname{dom}\left(\psi_{\mathrm{C}}^{*}\right)=\operatorname{bar}(\mathrm{C}) \tag{B.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{w}-\mathrm{cl}\left(\bigcup_{\mathrm{x} \in \mathrm{C}} \mathrm{~N}_{\mathrm{C}}(\mathrm{x})\right)=\operatorname{cl}\left(\bigcup_{\mathrm{x} \in \mathrm{C}} \mathrm{~N}_{\mathrm{C}}(\mathrm{x})\right)=\operatorname{cl}(\operatorname{bar}(\mathrm{C})) \subset \mathrm{cl}^{*}\left(\bigcup_{\mathrm{x} \in \mathrm{C}} \mathrm{~N}_{\mathrm{C}}(\mathrm{x})\right) \subset \mathrm{cl}^{*}(\operatorname{bar}(\mathrm{C}))=\left(\mathrm{C}^{\infty}\right)^{\circ} . \tag{B.8}
\end{equation*}
$$

In particular, we obtain

$$
\begin{equation*}
\left(\bigcup_{x \in C} N_{C}(x)\right)^{\circ} \supset C^{\infty} \tag{B.9}
\end{equation*}
$$

If $X$ is assumed to be reflexive, we obtain equality throughout (B.8) as well as in (B.9). If it is further assumed that $X$ is finite-dimensional, then

$$
\begin{equation*}
\text { ri }(\operatorname{bar}(\mathrm{C})) \subset \bigcup_{\mathrm{x} \in \mathrm{C}} \mathrm{~N}_{\mathrm{C}}(\mathrm{x}) . \tag{B.10}
\end{equation*}
$$

Proof Since $\partial \psi_{C}=N_{C}$, we obtain from [8] that

$$
z \in N_{C}(x) \Longleftrightarrow x \in \partial \psi_{C}^{*}(z) .
$$

The relation (B.7) immediately follows. Since $\psi_{C}^{*}$ is proper lower semi-continuous and convex [2, p. 27] and $X^{*}$ is a Banach space, the first equivalence in (B.8) follows from Theorem B. 2 and (B.7). To obtain the second equivalence in (B.8), one combines (B.7) with [8, Theorem 2]. The inclusions in (B.8) are obvious. The third equivalence in (B.8) follows from (18). The relation (B.9) follows by taking the polar in (B.8).

When $X$ is reflexive, $c l(\operatorname{bar}(\mathrm{C}))=\mathrm{cl}^{*}(\operatorname{bar}(\mathrm{C}))$, and so all sets in (B.8) are equivalent. This in turn implies the equivalence of the sets in (B.9). The final inclusion (B.10) is an immediate consequence of [43, Theorem 23.4].
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