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A ($\mathbb{Z}$-)grading on $R_\alpha$ is defined by prescribing explicit degrees to the generators $e(i)$, $y_r e(i)$, and $\psi_r e(i)$. 
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**Notation:** if $i$ is the highest word of an irreducible $R_\alpha$-module $L$, we denote $L$ by $L(i)$. 
A word \( i \in W^\alpha \) is called \textit{dominant} if and only if it occurs as a highest word of some (irreducible) \( R_\alpha \)-module. The set of all dominant words in \( W^\alpha \) is denoted by \( W^\alpha_+ \).
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A word \( i \in W^\alpha \) is called *dominant* if and only if it occurs as a highest word of some (irreducible) \( R_\alpha \)-module. The set of all dominant words in \( W^\alpha \) is denoted by \( W_\alpha^+ \).

So the theorem above can be interpreted as the statement that
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is a complete and irredundant set of irreducible \( R_\alpha \)-modules.

The goal now is to describe the set of dominant words and to construct the simple modules as heads of certain standard modules.
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such that $i^{(1)} \geq i^{(2)} \geq \cdots \geq i^{(k)}$ are Lyndon words. This is called the *canonical factorization* of $i$.

**Theorem**

Let $i \in \mathcal{W}_\alpha$ and

$$i = i^{(1)}i^{(2)}\ldots i^{(k)}$$

be the canonical factorization of $i$. Then $i$ is dominant if and only if each $i^{(k)}$ is dominant.
A word $i \neq \emptyset$ is called a Lyndon word if it is lexicographically smaller than all its proper right factors.

**Classical fact:** every word $i$ has a unique factorization

$$i = i^{(1)}i^{(2)} \ldots i^{(k)}$$
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A *minuscule* (or *cuspidal*) module is an irreducible module of the form $L(i)$ for a minuscule $i$. Thus the minuscule modules are exactly $\{L(i_\beta) \mid \beta \in \Phi^+\}$.

The idea now is that minuscule modules should be easy to construct explicitly and then other irreducible modules could be constructed out of them using induction (hence the competing term “cuspidal”).

What we were doing so far applied to an arbitrary ordering of $I$ (and so we obtained $|I|!$ different parametrizations of irreducible modules!), but for the construction of minuscule modules it is convenient to work with an appropriate *natural* ordering of the simple roots.

E.g. if you choose one of the two natural orderings in type $A_n$:

$$1 < 2 < \cdots < n \quad \text{or} \quad 1 > 2 > \cdots > n$$

then the minuscule modules are just one-dimensional and they correspond to Zelevinsky segments.
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Consider the functor

$$\text{Ind}_{\alpha, \beta}^{\alpha+\beta} := R_{\alpha+\beta} e_{\alpha, \beta} \otimes R_\alpha \otimes R_\beta \otimes R_{\alpha+\beta} : R_\alpha \otimes R_\beta\text{-Mod} \to R_{\alpha+\beta}\text{-Mod}.$$ 

For $\alpha, \beta \in Q_+$, $M \in \text{Rep}(R_\alpha)$ and $N \in \text{Rep}(R_\beta)$, we denote

$$M \circ N := \text{Ind}_{\alpha, \beta}^{\alpha+\beta} (M \boxtimes N).$$
Constructing all irreducible modules

Let $i \in W^\alpha_+$. We want to construct $L(i)$. 

Write the canonical factorization of $i$:

$$i = i^{(1)} i^{(2)} \cdots i^{(k)},$$

i.e. $i^{(1)} \geq i^{(2)} \geq \cdots \geq i^{(k)}$ are minuscule words.

Define the standard module of highest weight $i$:

$$\Delta(i) := L(i^{(1)}) \circ \cdots \circ L(i^{(k)}).$$
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Let $\alpha \in Q^+, i \in W^\alpha_+$, and $\Delta(i)$ be the standard $R^\alpha$-module. Then:

(i) The highest word of $\Delta(i)$ is $i$.

(ii) $\Delta(i)$ has an irreducible head $L(i)$.

(iii) (Generalized Kato) If $i = j^n$ for a good Lyndon word $j$, then $L(i) = \Delta(i)$. 
Constructing all irreducible modules

Let $i \in W^\alpha_+$. We want to construct $L(i)$. Write the canonical factorization of $i$:

$$i = i^{(1)}i^{(2)} \ldots i^{(k)},$$

i.e. $i^{(1)} \geq i^{(2)} \geq \ldots \geq i^{(k)}$ are minuscule words.
Let $\mathbf{i} \in \mathbf{W}_+^\alpha$. We want to construct $L(\mathbf{i})$. Write the canonical factorization of $\mathbf{i}$:

$$\mathbf{i} = \mathbf{i}^{(1)}\mathbf{i}^{(2)} \ldots \mathbf{i}^{(k)},$$

i.e. $\mathbf{i}^{(1)} \geq \mathbf{i}^{(2)} \geq \cdots \geq \mathbf{i}^{(k)}$ are minuscule words. Define the *standard module* of highest weight $\mathbf{i}$:

$$\Delta(\mathbf{i}) := L(\mathbf{i}^{(1)}) \circ \cdots \circ L(\mathbf{i}^{(k)}).$$

**Theorem**

Let $\alpha \in \mathbb{Q}_+^\alpha$, $\mathbf{i} \in \mathbf{W}_+^\alpha$, and $\Delta(\mathbf{i})$ be the standard $R_\alpha$-module. Then:

(i) The highest word of $\Delta(\mathbf{i})$ is $\mathbf{i}$.

(ii) $\Delta(\mathbf{i})$ has an irreducible head $L(\mathbf{i})$.

(iii) (Generalized Kato) If $\mathbf{i} = \mathbf{j} \cdot \mathbf{n}$ for a good Lyndon word $\mathbf{j}$, then $L(\mathbf{i}) = \Delta(\mathbf{i})$. 
Constructing all irreducible modules

Let \( i \in W^\alpha_\pm \). We want to construct \( L(i) \).
Write the canonical factorization of \( i \):
\[
i = i^{(1)} i^{(2)} \ldots i^{(k)},
\]
i.e. \( i^{(1)} \geq i^{(2)} \geq \cdots \geq i^{(k)} \) are minuscule words.
Define the standard module of highest weight \( i \):
\[
\Delta(i) := L(i^{(1)}) \circ \cdots \circ L(i^{(k)}).
\]

**Theorem**

Let \( \alpha \in Q_+ \), \( i \in W^\alpha_\pm \), and \( \Delta(i) \) be the standard \( R_\alpha \)-module. Then:

(i) The highest word of \( \Delta(i) \) is \( i \).
(ii) \( \Delta(i) \) has an irreducible head \( L(i) \).
(iii) (Generalized Kato) If \( i = j n \) for a good Lyndon word \( j \), then \( L(i) = \Delta(i) \).
Let $\mathbf{i} \in \mathbf{W}_+^\alpha$. We want to construct $L(\mathbf{i})$. Write the canonical factorization of $\mathbf{i}$:

$$\mathbf{i} = \mathbf{i}^{(1)} \mathbf{i}^{(2)} \ldots \mathbf{i}^{(k)},$$

i.e. $\mathbf{i}^{(1)} \geq \mathbf{i}^{(2)} \geq \cdots \geq \mathbf{i}^{(k)}$ are minuscule words.

Define the standard module of highest weight $\mathbf{i}$:

$$\Delta(\mathbf{i}) := L(\mathbf{i}^{(1)}) \circ \cdots \circ L(\mathbf{i}^{(k)}).$$

**Theorem**

Let $\alpha \in Q_+$, $\mathbf{i} \in \mathbf{W}_+^\alpha$, and $\Delta(\mathbf{i})$ be the standard $R_\alpha$-module. Then:

(i) The highest word of $\Delta(\mathbf{i})$ is $\mathbf{i}$. 


Constructing all irreducible modules

Let $i \in W_+^\alpha$. We want to construct $L(i)$. Write the canonical factorization of $i$:

$$i = i^{(1)}i^{(2)} \ldots i^{(k)},$$

i.e. $i^{(1)} \geq i^{(2)} \geq \ldots \geq i^{(k)}$ are minuscule words.

Define the standard module of highest weight $i$:

$$\Delta(i) := L(i^{(1)}) \circ \cdots \circ L(i^{(k)}).$$

**Theorem**

Let $\alpha \in Q_+$, $i \in W_+^\alpha$, and $\Delta(i)$ be the standard $R_\alpha$-module. Then:

(i) The highest word of $\Delta(i)$ is $i$.

(ii) $\Delta(i)$ has an irreducible head $L(i)$. 
Constructing all irreducible modules

Let $i \in W^\alpha_+$. We want to construct $L(i)$. Write the canonical factorization of $i$:

$$i = i^{(1)}i^{(2)} \ldots i^{(k)},$$

i.e. $i^{(1)} \geq i^{(2)} \geq \cdots \geq i^{(k)}$ are minuscule words. Define the standard module of highest weight $i$:

$$\Delta(i) := L(i^{(1)}) \circ \cdots \circ L(i^{(k)}).$$

**Theorem**

Let $\alpha \in Q_+$, $i \in W^\alpha_+$, and $\Delta(i)$ be the standard $R_\alpha$-module. Then:

(i) The highest word of $\Delta(i)$ is $i$.
(ii) $\Delta(i)$ has an irreducible head $L(i)$.
(iii) (Generalized Kato) If $i = j^n$ for a good Lyndon word $j$, then $L(i) = \Delta(i)$.
A conjecture

**Conjecture**

*Let $C$ be a Cartan matrix of finite type. Then the formal characters of irreducible $R_d(C)$-modules are independent of the characteristic of the ground field $F$.***
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A different classification of irreducible modules over KLR algebras was obtained by Lauda and Vazirani.
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