
A SPANNING TREE INVARIANT FOR MARKOV SHIFTS

DOUGLAS LIND AND SELIM TUNCEL∗

Abstract. We introduce a new type of invariant of block isomorphism for Markov shifts, defined
by summing the weights of all spanning trees for a presentation of the Markov shift. We give two proofs
of invariance. The first uses the Matrix-Tree Theorem to show that this invariant can be computed from
a known invariant, the stochastic zeta function of the shift. The second uses directly the definition to
show invariance under state splitting, from which all block isomorphisms can be built.
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1. Introduction. Invariants of dynamical systems typically make use of re-
current or asymptotic behavior. Examples include entropy, mixing, and periodic
points. Here we define a quantity for stochastic Markov shifts that is invariant un-
der block isomorphism, and which has a different flavor. For a given presentation
of the Markov shift, we add up the weights of all spanning trees for the graph.
Since spanning trees are maximal subgraphs without loops, this is in some sense
an operation that is orthogonal to recurrent behavior.

We prove invariance of the spanning tree quantity under block isomorphism in
two ways. The first shows that it can be computed from the stochastic zeta function
of the Markov shift, an invariant introduced in [4]. The second is a more “bare-
hands” structural approach, using only the definition to show that it is invariant
under the elementary block isomorphisms corresponding to state splittings.

2. The Matrix-Tree Theorem. In this section we give a brief account of the
Matrix-Tree Theorem for directed graphs. See [1, II.3] for more details.

Let G be a (finite, directed) graph. We suppose that the vertex set ofG is
V = {1,2, . . . , v}. We sometimes call verticesstates. Let E be the edge set of
G. Denote the subset of edges from statei to statej by E

j
i . PutEi =

⋃

j E
j
i , the

set of all edges starting at statei, andEj =
⋃

i E
j
i , the set of all edges ending at

statej .
A tree inG rooted atr ∈ V is a subgraphT of G such that every vertex in

T exceptr has a unique outgoing edge inT , there is no outgoing edge inT at r,
and from every vertex inT exceptr there is a unique path ending atr. See Figure
1(a). We abbreviate this by saying thatT is atree inG at r. A tree isspanningif
it contains every state. LetSr denote the set of spanning trees atr, andS =

⋃

r Sr

be the set of all spanning trees inG.
Consider the elements ofE to be commuting abstract variables, and form the

ring Z[E] of polynomials in the variables fromE with integer coefficients. For any
subgraphH ofG define theweightofH to be

∏

e∈H e ∈ Z[E], where the product
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Fig. 1. A typical tree atr, and a graph

is over the edges inH . For a subsetF ⊂ E put6(F) =
∑

e∈F
e ∈ Z[E]. The

Kirchhoff matrixK of G is thev × v matrixK = [Kij ] defined by

Kij = 6(Ei)δij −6(E
j
i ),

whereδij = 1 if i = j and 0 otherwise. Notice that no self-loops occur inK.
LetK(r) denote therth principal minor ofK, that is the determinant of the matrix
formed by removing therth row andrth column fromK. Let adjK be the adjoint
matrix ofK, and let tr denote the trace of a matrix.

Theorem 2.1 (Matrix-Tree Threorem [1, II.3]). Using the notations above,
∑

S∈Sr

w(S) = K(r), and so
∑

S∈S

w(S) = tr[adjK]

Example 1. For the graph in Figure 1(b),

K =





b −b 0
−c c + d −d

−f −e e + f



 .

ThenK(1) = ce + cf + df enumerates the spanning trees at 1, and similarly for
K(2) = be + bf andK(3) = bd.

3. Markov shifts. LetP = [pij ] be av×v stochastic matrix, so thatpij ≥ 0
and

∑

j pij = 1 for everyi. We assume from now on thatP is irreducible. Let
G(P ) be the directed graph with vertex setV = {1, . . . , v}, and with exactly one
edge from statei to statej if pij > 0, and no such edge ifpij = 0. LetE denote
the resulting edge set forG(P ).

Theshift of finite typedetermined byG(P ) is the subsetXG(P ) of EZ defined
by

XG(P ) = { . . . e−1e0e1 · · · ∈ E
Z : en+1 follows en in G(P ) }.

See [2, Chap. 2] for further details.
By the irreducibility assumption, there is a unique Markov probability mea-

sureµP onXG(P ) with transition probabilitiespij . LetσP denote the left shift on
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XG(P ), so thatµP isσP -invariant. The measure-preserving system(XG(P ), µP , σP )
is theMarkov shift determined byP .

Let Q be another stochastic matrix, of possibly different dimension. We
say that the Markov shifts determined byP and byQ are block isomorphicif
there is a shift-commuting measure-preserving homeomorphism between them.
In other words, a block isomorphism from(XG(P ), µP , σP ) to (XG(Q), µQ, σQ)
is a homeomorphismψ : XG(P ) → XG(Q) such thatσQ ◦ ψ = ψ ◦ σP and
µQ = µP ◦ ψ−1.

4. The spanning tree invariant. As in the previous section, letP = [pij ] be
an irreducible stochastic matrix andG = G(P ) be its associated directed graph.
If e ∈ E goes fromi to j put p(e) = pij . For any subgraphH of G define the
P -weight(or simply theweight) of H to bewP (H) =

∏

e∈H p(e).
Definition 4.1. LetP be an irreducible stochastic matrix, and letS denote

the set of spanning trees forG(P ). Define thespanning tree invariantof P to be

τ(P ) =
∑

S∈S

wP (S).

Example 2. (1) If P =

[

p 1 − p

q 1 − q

]

thenτ(P ) = 1 − p + q. In particular,

if p = q = 1/2 thenτ(P ) = 1.
(2) If

P =





0 1/2 1/2
1/2 0 1/2
1/2 1/2 0



 , thenτ(P ) =
9

4
.

Note that there is a uniformly three-to-one measure-preserving factor map from
this Markov shift onto the Bernoulli shift in part (1) withp = q = 1/2. Thusτ is
not in general preserved by such factor maps.

To justify its name, we will prove thatτ is invariant under block isomorphism.
Theorem 4.1. If P andQ are irreducible stochastic matrices whose associ-

ated Markov shifts are block isomorphic, thenτ(P ) = τ(Q).
We will give two proofs of invariance. The first computesτ(P ) in terms of a

known invariant, the stochastic zeta function ofP . The second is more “structural,”
showing proving invariance ofτ for each of the basic building blocks of a block
isomorphism.

5. First proof of invariance. DefineφP : Z[E] → R on the variablese
by φP (e) = p(e), and extend it to a ring homomorphism. ApplyingφP to the
Matrix-Tree Theorem forG = G(P ) gives

τ(P ) =
∑

S∈S

wP (S) =
∑

S∈S

φP
(

w(S)
)

= φP

(

∑

S∈S

w(S)

)

= φP
(

tr[adjK]
)

= tr
[

adjφP (K)
]

.
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Now φP (K) = I − P sinceP is stochastic. Henceτ(P ) = tr
[

adj(I − P)
]

.
Let the eigenvalues ofP beλ1 = 1, λ2, . . . , λv, whereλj 6= 1 and|λj | ≤ 1

for 2 ≤ j ≤ v. Since formation of the adjoint commutes with conjugation and
trace is invariant under conjugation, conjugatingP to its Jordan form shows that

τ(P ) = tr
[

adj(I − P)
]

=

v
∏

j=2

(1 − λj ). (5.1)

Recall thestochastic zeta functionζP (t) of P , defined in [4] as

ζP (t) = exp
[

∞
∑

n=1

tn

n

∑

C∈Cn

wP (C)
]

,

whereCn is the set of all cycles inG(P ) of lengthn. The stochastic zeta function
is invariant under block isomorphism. It can be computed in terms ofP as

ζP (t) =
1

det[I − tP ]
.

Hence

(1/ζP )(t) = det[I − tP ] =

v
∏

k=1

(1 − λkt),

so that

(1/ζP )
′(t) =

v
∑

k=1

−λk
∏

j 6=k

(1 − λj t).

Thus

(1/ζP )
′(1) = −

v
∏

j=2

(1 − λj ) = −τ(P ).

This shows thatτ(P ) can be computed fromζP , and hence is an invariant of
block isomorphism.

6. Invariance under in-splitting. Every block isomorphism between Markov
shifts is a composition of basic block isomorphisms obtained from state split-
ting and permuting states. This was a fundamental discovery of R. Williams [5].
For further background on state splitting and the decomposition of block isomor-
phisms, the reader is referred to [4] as well as §2.4 and Theorem 7.1.2 of [2].
Permuting states clearly preservesτ , so we focus on the behavior ofτ under state
splitting.

Let k be a fixed state inG = G(P ). There are two types of state splitting at
k: in-splitting from a partition of the incoming edges tok, and out-splitting from a



A SPANNING TREE INVARIANT FOR MARKOV SHIFTS 5

partition of the outgoing edges fromk. These are handled by separate arguments,
in-splitting in this section and out-splitting in the next. As might be expected from
the directional nature of shifts of finite type, in-splitting is easier to handle that
out-splitting.

It is sufficient, as well as notationally simpler, to consider in-splittingk into
just two states. For this we partitionEk into the setsF1 andF2. Form a new graph
G′ as follows. Replace statek with two new statesk1 andk2. Every edge inG
from k to j 6= k is duplicated as two edges inG′, one fromk1 to j and one from
k2 to j . An edgef from i to k lies in eitherF1 or F2. If f ∈ F1, then inG′ put
a corresponding edge fromi to k1 and no edge fromi to k2 (if i = k, then inG′

there are edges from bothk1 andk2 to k1); similarly if f ∈ F2. Figure 2 depicts
such an in-splitting.

Fig. 2. In-splitting a state

Preservation of measure shows that under such an in-splitting the transition
matrix P becomesP ′ onG′ defined as follows. For notational convenience we
usep′(i, j) instead ofp′

ij . If i, j 6= km (m = 1,2) thenp′(i, j) = p(i, j). If
i 6= k1, k2 and the edge fromi to k is inFm thenp′(i, km) = p(i, k). Finally, if the
edge fromk to k is in Fm, thenp′(kn, km) = p(k, k) for n = 1,2. For example,
if k = 1, F1 = {1, . . . , ℓ}, andF2 = {ℓ+ 1, . . . , v}, thenP ′ has the form

P ′ =





























p11 0 p12 . . . p1v
p11 0 p12 . . . p1v
p21 0 p22 . . . p2v
...

...
...

...

pℓ1 0 pℓ2 . . . pℓv
0 pℓ+1,1 pℓ+1,2 . . . pℓ+1,v
...

...
...

...

0 pv1 pv2 . . . pvv





























.

We next construct a correspondence between certain sets of spanning trees in
G and similar sets inG′. Consider a triple of the form(T , T1, T2), whereT is a
tree inG at some vertexr, eachTm is a tree inG at k using only edges fromFm
(m = 1,2), the three trees are disjoint except for the common vertexk, and they
span all vertices ofG. We specifically allow the possibility of the empty tree (with
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no vertices or edges), and also the tree consisting of a single vertex and no edges.
In particular, ifk = r thenT is empty.

Each such triple(T , T1, T2) in G corresponds to a triple(T ′, T ′
1, T

′
2) in G′,

whereT is copied over toT ′ verbatim, andT ′
m is the tree atkm obtained from

Tm (m = 1,2). Figure 3 illustrates this correspondence. This triple has the
property thatT ′ is a tree inG′ at r, T ′

m is a tree inG′ atkm for m = 1,2, all three
trees are disjoint, and they span the vertices ofG′. There is clearly a one-to-one
correspondence between the set of such triples inG and those inG′.

Fig. 3. Correspondence of trees under an in-splitting

Let S(T , T1, T2) be the set of all spanning trees inG at r containingT , T1,
andT2. Similarly defineS(T ′, T ′

1, T
′
2) in G′. Clearly the setS(G) of spanning

trees inG is the disjoint union of theS(T , T1, T2) over all possible triples, and
similarly S(G′) is the disjoint union of theS(T ′, T ′

1, T
′
2). Hence to prove that

τ(P ) = τ(P ′), it suffices to show that

∑

S∈S(T ,T1,T2)

wP (S) =
∑

S′∈S(T ′,T ′
1,T

′
2)

wP ′(S′). (6.1)

Fix a triple (T , T1, T2). The only way to create a spanning tree inG at r
containing these trees is to add an edge fromk to T . Thus ifp(k, T ) denotes the
sum of the transition probabilities fromk to the vertices ofT , it follows that

∑

S∈S(T ,T1,T2)

wP (S) = wP (T )wP (T1)wP (T2)p(k, T ).

Consider the corresponding triple(T ′, T ′
1, T

′
2) in G′. There are now three

ways to form a spanning tree atr in G′ containing these trees: (1) joink1 to T ′
2

andk2 to T ′, (2) join k2 to T ′
1 andk1 to T ′, and (3) join bothk1 andk2 to T ′.

The contribution of adding these two edges to the total weight is, respectively,
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p′(k1, T
′
2)p

′(k2, T
′), p′(k2, T

′
1)p

′(k1, T
′), andp′(k1, T

′)p′(k2, T
′). Hence

∑

S′∈S(T ′,T ′
1,T

′
2)

wP ′(S′) = wP ′(T ′)wP ′(T ′
1)wP ′(T ′

2)×
[

p′(k1, T
′
2)p

′(k2, T
′)

+ p′(k2, T
′
1)p

′(k1, T
′)+ p′(k1, T

′)p′(k2, T
′)
]

Let us assume that if there is an edge fromk to itself inG, then this edge
lies isF1. NowwP (T ) = wP ′(T ′), wP (T1) = wP ′(T ′

1), andwP (T2) = wP ′(T ′
2).

Furthermore,p′(k1, T
′) = p′(k2, T

′) = p(k, T ), andp′(k1, T2) = p(k, T2) −

p(k, k), p′(k2, T1) = p(k, T1). Hence

p′(k1, T
′
2)p

′(k2, T
′)+ p′(k2, T

′
1)p

′(k1, T
′)+ p′(k1, T

′)p′(k2, T
′)

= p(k, T )
[

p(k, T1)+ p(k, T2)− p(k, k)+ p(k, T )
]

= p(k, T )

sinceT1 andT2 are disjoint except for the common vertexk. This proves (6.1),
and completes the proof thatτ is invariant under in-splitting.

7. Invariance under out-splitting. To consider out-splittings, fix a statek
inG. Partition the setEk of outgoing edges fromk into two setsF1 andF2. Form
the out-split graphG′ as follows. Replacek with two new statesk1 andk2. Each
incoming edge from a statei 6= k to k is duplicated to two edges, one fromi to k1
and one fromi to k2. An edgef ∈ F1 from k to j induces a corresponding edge
from k1 to j in G′ (if j = k, then include edges fromk1 to bothk1 andk2), and
similarly for F2. Figure 4 depicts a typical out-splitting atk.

Fig. 4. Out-splitting a state

The matrixP ′ on G′ corresponding toP is defined as follows. Letq =
∑

e∈F1
p(e), so that 1− q =

∑

e∈F2
p(e). If i, j 6= km putp′(i, j) = p(i, j). If

j 6= km put p′(k1, j) = p(k, j)/q andp′(k2, j) = p(k, j)/(1 − q). If i 6= km
put p′(i, k1) = q p(i, k) andp′(i, k2) = (1 − q)p(i, k). Finally, if there is a
loop atk, assume that it is contained inF1 (the alternative case is similar). Then
putp′(k1, k1) = q p(k, k)/q = p(k, k) andp′(k1, k2) = (1 − q)p(k, k)/q. For
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example, ifk = 1, F1 = {1,2, . . . , ℓ}, andF2 = {ℓ+ 1, . . . , v}, then

P ′ =





















q

q
p11

1 − q

q
p11

1

q
p12 . . .

1

q
p1ℓ 0 . . . 0

0 0 0 . . . 0
p1,ℓ+1

1 − q
. . .

p1v

1 − q
q p21 (1 − q)p21 p22 . . . p2ℓ p2,ℓ+1 . . . p2v
...

...
...

...
...

...
...

q pv1 (1 − q)pv1 pv2 . . . pvℓ pv,ℓ+1 . . . pvv





















.

Next, consider pairs(T , U) of subgraphs ofG such thatT is a tree at some
vertexr, U is a tree atk, andT andU are disjoint and contain all vertices ofG.
For each such pair(T , U) letB denote the set of immediate predecessor states ofk

in U , so thati ∈ B if and only if the edge fromi to k is inU . Each subsetB ⊂ B

induces two subtreesU1(B) andU2(B) rooted atk and which together spanU ,
whereU1(B) is the subtree ofU including all predecessors inU of states inB,
andU2(B) is defined similarly usingBc = B r B.

EachB ⊂ B then yields a triple
(

T ′, U ′
1(B), U

′
2(B)

)

in G′, whereT ′ is
copied directly fromT , U ′

1(B) is the tree inG′ at k1 using the edges ofU1(B),
andU ′

2(B) is the tree inG′ atk2 using the edges ofU2(B). Thus each pair(T , U)
corresponds to the collection of triples{

(

T ′, U ′
1(B), U

′
2(B)

)

: B ⊂ B}. Figure 5
illustrates this construction.

Fig. 5. Correspondence of trees under an out-splitting

LetS(T , U) denote the set of spanning trees inG atr containingT andU , and
S
(

T ′, U ′
1(B), U

′
2(B)

)

be the set of spanning trees inG′ containingT ′,U ′
1(B), and

U ′
2(B). ThenS(G) is the disjoint union of theS(T , U) andS(G′) is the disjoint

union of theS
(

T ′, U ′
1(B), U

′
2(B)

)

. Therefore it suffices to show that for each pair
(T , U) we have that

∑

S∈S(T ,U)

wP (S) =
∑

B⊂B

∑

S′∈S(T ′,U ′
1(B),U

′
2(B))

wP ′(S′). (7.1)
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Fix a pair(T , U). Let

a1 = p(F1, T ) =
∑

{p(e) : e ∈ F1 ande terminates inT },

and similarlyb1 = p(F1, U),a2 = p(F2, T ), andb2 = p(F2, U). Thena1+b1 =

q anda2 + b2 = 1 − q.
The only additional edge needed to form a spanning tree from(T , U) is an

edge fromk to T . Hence
∑

S∈S(T ,U)

wP (S) = wP (T )wP (U)p(k, T ) = wP (T )wP (U)[a1 + a2].

Next, letB ⊂ B, and form the triple
(

T ′, U ′
1(B), U

′
2(B)

)

. There are now
three ways to form a spanning tree inS

(

T ′, U ′
1(B), U

′
2(B)

)

: (1) join k1 toU ′
2(B)

andk2 to T ′, (2) join k2 toU ′
1(B) andk1 to T ′, and (3) join bothk1 andk2 to T ′.

Hence
∑

S′∈S

(

T ′,U ′
1(B),U

′
2(B)

)

wP ′(S′) = wP ′(T ′)wP ′(U ′
1(B))wP ′(U ′

2(B))8(B),

where

8(B) = p′(F1, U
′
2(B))p

′(k2, T
′)+ p′(F2, U

′
1(B))p

′(k1, T
′)

+ p′(k1, T
′)p′(k2, T

′).

Note thatwP ′(T ′) = wP (T ). Let n = |B|. SinceU ′
1(B) uses|B| incoming

edges each of whose weight has been multiplied by the factorq, andU ′
2(B) uses

n− |B| edges each of whose weight is multiplied by a factor 1− q, we have that

wP ′(U ′
1(B))wP ′(U ′

2(B)) = q |B|(1 − q)n−|B|wP (U).

Cancelling the common termwP (T )wP (U) reduces (7.1) to proving that

a1 + a2 =
∑

B⊂B

q |B|(1 − q)n−|B|8(B). (7.2)

Now p′(k1, T
′) = a1/q andp′(k2, T

′) = a2/(1− q). Let F1(U) denote the
set of edges inF1 ending inU . Then by interchanging the order of summation see
that

∑

B⊂B

q |B|(1 − q)n−|B|p′(F1, U
′
2(B)) =

∑

e∈F1(U)

p′(e)
∑

e∈Bc

q |B|(1 − q)n−|B|

=
∑

e∈F1(U)

p(e)

q

n−1
∑

k=0

(

n− 1

k

)

qk(1 − q)n−k

=
1 − q

q

∑

e∈F1(U)

p(e) =
1 − q

q
b1.
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Similarly,

∑

B⊂B

q |B|(1 − q)n−|B|p′(F2, U
′
1(B)) =

q

1 − q
b2.

Sinceb1 = 1 − a1 andb2 = 1 − q − a2, we obtain that

∑

B⊂B

q |B|(1 − q)n−|B|8(B) =
1 − q

q
b1

a2

1 − q
+

q

1 − q
b2
a1

q
+
a1

q

a2

1 − q

=
a2(q − a1)

q
+
a1(1 − q − a2)

1 − q
+

a1a2

q(1 − q)

= a1 + a2.

This establishes (7.2), and completes the proof.

8. Concluding remarks. (1) The possibility of using spanning trees to define
an invariant was first observed experimentally usingMathematica.

(2) It is possible to obtain finer invariants by use of the matrix of powers
P t = [ptij ] as in [3].

(3) If P is v × v, then (5.1) shows thatτ(P ) ≤ 2v−1. Thus 1+ log2 τ(P ) is
a lower bound on the size of any irreducible Markov shift that is block isomorphic
to P .

(4) Using elementary matrix operations, one can show directly thatτ(P ) =

τ(P ′), whereP ′ is derived fromP using in-splitting or out-splitting as above. This
shows thatτ is an invariant of block isomorphism without use of the stochastic
zeta function.

(5) Graphs with positive weights can be interpreted as electrical resistance
networks, and the use of spanning trees to compute total resistance goes back to
Kirchhoff. It may be possible to use ideas from electrical networks to find other
invariants of Markov shifts.
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