THE RANDOM WALK INNER PRODUCTS: A FORWARD AND
INVERSE PROBLEM

ERIC NITARDY

ABSTRACT. In this paper, we develop a means to calculating expected number
of steps in a random walk from boundary node to boundary node in a graph
or resistance network with boundary nodes using elementary probability ar-
guments. We express this expected random walk length in terms of a pair of
inner products that are calculated using solutions to the Dirichlet problem on
the graph or network. We, then, consider the expected number of steps in a
random walk from boundary node to boundary node as a means for making
an external measurement of a graph or network from which we can infer its
properties and use the inner products as tools to analyze this inverse problem.

1. INTRODUCTION

In Megan McCormick’s REU paper of 2005, Metric Recoverability [1], she con-

sidered the problem of recovering distances between interior vertices of a metric
graph with a boundary if given the lengths of the shortest path between boundary
nodes. One of the problems that made this difficult was this metric’s tendency to
provide information only on a few short paths through the graph leaving most of
the graph unrecoverable. The motivation for this paper was the desire to develop
an alternative metric which avoided this difficulty. This effort instead leads to a
pair of inner products upon which we can build an inverse problem.

2. THE MODEL

We begin with the following toy model: Imagine a set of boundary nodes and
interior nodes connected in a network with resistors of varying value. Imagine
further that there is no voltage across any of the nodes and we drop a conducting
particle on one of the boundary nodes and let it diffuse into the network. The
conducting particle will scatter off the atoms of the resistors and random walk
through the network. The number off scattering atoms in a resistor should be
proportional to the resistance so the higher the resistance the more time the particle
will require random walk though a resistor. Eventually, the particle will random
walk out of the network at some boundary node — possibly the one it started
at. If we note the node it emerged at and the time it took, after repeating the
experiment a large number of times, we could measure the the expected time the
particle requires to get from one boundary node to another. Since we could build
this resistance network from wire of constant resistance per unit, using different wire
lengths for different resistor values, this expected time becomes a rough measure
of the distance, in wire length, between to different boundary nodes. Unlike the
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2 ERIC NITARDY

standard shortest path metric this new measure provides information about all
portions of the network as it is an average over all possible paths from one boundary
node to another.

This physical model has a mathematical counterpart involving graphs. Given a
graph with vertices and undirected edges (V, E) where the vertices are partitioned
into interior vertices I and boundary vertices dV. We may think of a resistor
connecting two nodes in our physical network as a line of n — 1 vertices and n edges
connecting the two nodes where n is proportional to the resistance value of the
resistor. In this way, we can convert, a resistance network into a graph where each
edge represents a resistor with some small unit resistance.
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C

FIGURE 1. An example of converting a network with resistors of
value 1,2, 3,4 into one with unit resistors.

" A particle can then be fed into such a graph at one of the boundary vertices
and made to step to the nearest interior vertex. From there it is allowed to random
walk from vertex to vertex assuming it can step from the vertex it is on to each
neighboring vertex with equal probability. In other words, at each step the particle
can cross each available edge with equal probability. The random walk ends when
the particle reaches a boundary vertex. Our proposed measurement is the expected
number of steps from any two boundary nodes. Note that this is not a metric as
the expected number of steps from a given boundary node back to itself is not zero.

At this point, we note that this is not the only way to model a resistance net-
work with a random walk. The more typical approach is to build a random walk
from node to node in the network without the intervening vertices to represent the
resistance. Instead of giving an equal probability of crossing each available edge, we
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would weight the probability according to the resistance: the probability of crossing
from vertex ¢ to vertex j, where j is among 4’s immediate neighbors N (1), is

1/7’1'
(1) Pj = =———,
> ke LTk

where 7;;[= r;;] is the resistance of the edge connecting vertex i andj.

Weighted in this fashion, the lower the resistance of an edge compared with
the other edges available at a vertex the more likely it will be crossed. Since the
resistances are encoded into the random walk according to their relative size, some
information is lost in this approach, but it is a reasonable approach which may also
lead to a good inverse problem. It is not the model used in this paper. Interestingly,
however, most of the main results in this paper also apply when this model is used.
We will state and prove results assuming the weighting of equation (1) wherever
possible. Just keep in mind that the model we will have in mind imagines each
edge have the same small unit resistance, and, consequently, from equation (1), the
probability of crossing any edge connected to i is

1 1
(2) Pj=e—— =,
N ZkeN(i) 1 di

where d; is the degree of vertex 1.

3. SOME DEFINITIONS

For a undirected graph G = (V, E) with boundary vertices {4, B,C ...}, let the
space out outcomes be all possible paths on the graph from any vertex i; to a
boundary vertex iy, (possibly the starting vertex) through interior vertices. So a
path may begin and must end at a boundary node, but must pass through only
interior nodes in between.

Definition 3.1. The probability that a given path w from vertez i1 to iy following
the series of neighboring vertices i1,42,13, .. .,ik—1, 1k S, from equation (1),

prob(w) = Pi1i2Pi2i3Pi3i4 T Pik—lik'

This reduces in our unit resistance model to

1 11 1
prob(mr) = ——— .- —— again, where d; is the degree of vertex i.
dil di2 dis dik—l
Definition 3.2. Let p;a be the probability that a random walk that starts at i arrives
at the boundary first at node A. For an interior node i and boundary nodes, A and
B, A # B, this can be calculated as

(3) pia =3 otpre x prob(m),

paa =1 and pap = 0.
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Let X; be the random variable that represents the number of steps in a random
walk path 7 leaving vertex ¢ and arriving eventually at any boundary node. Let
X4 be the random variable that represents the number of steps in a random walk
path 7 leaving vertex i and arriving at a given boundary node A, for any other
path starting at ¢ but not ending at boundary node A is zero.

Definition 3.3. Let I(m) be the length of a given path w. The expected value of X;
18

(4) ElX]= 3 Um)prob(m).
all paths ™
starting at @

and the expected value of X, is

(5) E[X;4] = Z I(m)prob(m).
all paths 7
starting at
ending at A

Since all random walks beginning at ¢ must eventually end at some boundary
node E[X;] measures the expected number of steps in a random walk 7 leaving
vertex ¢ and arriving at the boundary. However, since E[X;4]| measures number
of steps for some paths, but ignores other paths, we must be careful so that we
understand what it represents. Let’s say we start a random walk at vertex ¢ and
wait until it goes out at some boundary node and note the number of steps it took
to reach that node. If we repeat this a number of times (n times), each time writing
down the number of steps it required in a table under the appropriate boundary
node, and when we are done we total the number of step under each boundary node
and divide by n, then as n gets large the number calculated under each boundary
node {A, B,C...} approaches E[X;4], F[X;5], E[Xic],. - ..

Notice that F[X;4] is not the expected number of steps in a random walk given
that it exits at A — that would be correctly calculated as a conditional expectation
E[X;a]/pia. Our initial intuition might suggest that this conditional expectation
is the like measure that we are looking for, and, indeed, it may also form the basis
of a good inverse problem. Instead, however, we will be using E[X 4p]| for any two
boundary nodes A and B (possibly the same) as the measurements from which we
will infer properties of the graph and base our inverse problem because, as the last
paragraph indicates, it is a natural quantity to measure and because, as we shall
see, it has such interesting properties.

4. PROPERTIES OF pj;a

For A € OV a boundary node, and i € I an interior vertex on a general random
walk graphs described by equation (1) — keep in mind our model is the special case
where 7;; = 1 for all neighboring vertices ¢, j, and d; be the degree of vertex 4,
let p;a be the probability of a random walk beginning at vertex ¢ and arriving at
the boundary first at boundary node A as defined in equation (3). Let ux(i) be
the solution to the Dirichlet problem on our graph with boundary values: one at
boundary node A and zero at all other boundary nodes. More precisely, w4 (%) is
the unique function on the vertices of the graph, uy : V' — R, which has the three
properties:

For each interior vertex, i, where N(i) is the set of immediate neighbors of i,
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uai)=| Y 1/ri > (/rig)ualh)

JEN (i) JEN ()

In the case of our model:
lum) = (1/d3) (Zen m(j))]
and
ua(4) =1
while, for any other boundary node B,
ua(B) =0
Theorem 4.1. Given the above definitions of pia and ua(i),
pia = ual(i)
Proof. For any interior vertex, 4, if vertex j € N;, then, by equation (1),
Py =y
‘ ZkeN(i) L/r

P;; is the probability of transition from 4 to one of its neighbors j. A random walk
can only go from i to one of its neighbors, so since probability is conserved,

Dia = Z Piipja = Z [W] )

JEN() JEN(i) L2keN (@) H/Tik
So, p; 4 satisfies the first of the above three properties. The probability of getting
to boundary node A first, starting at A, is one, and the probability of getting to
A first, starting at another boundary node, B, is zero, i.e. pa4 = 1 and pga = 0.
Thus, p;4 satisfies all the properties that u (i) does, and since u4 (%) is unique,
they must be the same. O

Remark 4.2. If we compare the paths through the graph that are involved in
calculating p;4 and E[X;4], when i is an interior vertex, the set of paths involved
in the calculation are the same. When 7 is a boundary node, in calculating p;4,
the path never leaves the boundary, but, in calculating F[X;4], we assume they
do. Thus, under the assumptions we make about paths for E[X;4], the probability
of getting from interior vertex ¢ to boundary node A is p; 4, but the probability of
getting from boundary node B to boundary node A (even when A = B) is

1 . .
> Pepia= Y [Z( /TBJ)]E;A ] :
]EN(B) jEN(B) k:GN(B) Bk

And under the model that we will look at more closely, where the resistances are
all one, this becomes

1

<d> Z pja where dp is the degree of boundary node B.
B/ .

JEN(B)
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Remark 4.3. When we compare our preferred model of a random walk on a
resistance network, where we divide up each resistor into strings of unit resistors
with the alternative approach in which we weight the transition probabilities using
equation (1), if we treat them only as resistance networks — ignoring the random
walk aspects for the moment — they are identical. Consequently, their response to
a unit voltage at boundary node A and zero voltage at all other nodes will, on the
shared the nodes of the original network, be identical, that is, the solutions to the
Dirichlet problem, wu (i), for node ¢ in the original network, will be the same in
both models. Hence, again, for original nodes i, p; 4, the probability that a random
walk that starts at ¢ arrives at the boundary first at node A, is the same in both
models. We should expect, however, that E[X;4] for the two models to be quite
different.

5. PROPERTIES OF E[X;] AND E[X, 4]

5.1. The Leaving and Crossing Random Variables. In order to calculate
E[X;] and E[X;4], we need to define some additional random variables as tools.

Let L4(j) represent the number of times that random walk path = that starts
at (and leaves) boundary node A leaves vertex j. Let A4(j) be the expected value
of La(j), namely,

Definition 5.1. Let I(7) be the length of random walk path 7,

@)= Y Umprob(m),

all paths 7
starting at A

Note that, for any random walk path, L4(A4) = 1 and L4(B) = 0, for boundary
node B, A# B. So, Aa(A) =1and As(B) =0

Similarly, for two boundary nodes A and B not necessarily different, let Lap(j)
be the number of times that path starting at and leaving boundary node A leaves
vertex j provided the path ends at B. Lag(j) = 0 if the path does not end at B.
Aap(j) will be the expected value of Lag(j).

Definition 5.2. Let I(7) be the length of random walk path 7.

Map() = Y Um)prob(m),

all paths
starting at A
ending at B

Aa(j) is the expected number of times a random walk beginning at A leaves
vertex j, and Agp(j) is the expected number of times a random walk beginning at
A leaves vertex j, counting only those random walks that end at boundary node

B. Notice that
Aaj) = > Aan(f)

all boundary nodes B

Moreover, since each step in a path involves leaving a vertex once,
ElXaAl= Y i)
all vertices j

and
EXagl= Y. Aas(j).

all vertices j
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We can do much the same thing with edge crossings. Let Cap(i,j) represent the
number of times path 7 crosses edge {i,j} € E from ¢ to j on a path that begins
at A and ends at B. Cap(i,7) is zero on any other path. Let kap(i,7) be the the
expected value of Cyp(4,j). We observe that kap(i,j) + kap(j,4) is the expected
number times edge {4, j} is crossed in a random walk from A to B. Thus, similarly
to what happened above, since each step in a random walk involves crossing an
edge once,

EXapl= Y [rap(i.j) +rap(ji)-
all edges {7,5}

5.2. A calculation of A4(i). If we consider a random walk starting boundary
node A finishing at the next boundary node it visits, we know that the visits to
an interior vertex ¢ must be the result of leaving the neighboring vertices. So the
expected number of leavings of interior vertex ¢ is the sum of contributions from
neighboring vertices. A random walk which is about to leave vertex j € N (i) has
a probability Pj; visiting vertex ¢ next. So, if A4(j) is the expected number of
leavings from vertex j, then j will contribute Pj;A4(j) to the expected number of
leavings from ¢. Consequently, for interior vertex i,

. ) 1/ .
@ M) = 3 Pl = 3 o)
JENG) JEN(i) “kEN() T/TIF

An interior vertex in a random walk beginning at boundary node A, will only
be visited from A or another interior node. So,

If ¢ is an interior vertex that is not a neighbor of A,

(8) Aa(i) = Z Piixa(d).
JEN(H)

j interior vertex

If 7 is a neighbor of A, then A4(4) gets an additional contributions from A:

1/7aq Aa(A) = 1/7ai

= ==——"—"=Puy (as Aa(4) =1)
ZkeN(A) /7 ak ZkeN(A) /7 ak

or

(9) AA(Z) 7PA1’ = Z Pﬂ)\A(])

JEN(4)
j interior vertex

If we index the interior vertices, putting those that neighbor A, first, P;; forms
a matrix and equations (7) and (8) become

P‘A(il)v T v/\A(ik)’ )‘A(ik—i-l)v te 7>\A(Zm)]P =
[Aa(i1) = Paiys - 5 Aalin) — Paiy, Aa(ins1), -+ 5 Aa(im)]
(10) [Aa(in), - Aalin), Aa(ikgr), -, Aalin)]( — P) =
[PAila"' , Pag, 0, ’0]

With these considerations in mind we can show:
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Lemma 5.3. For vertex i and boundary node A in a resistance network, let ua (i) be
the solution to the Dirichlet problem on the resistance network setting ua(A) = 1
and ua(B) = 0 at any other boundary node B, and let o; = > ey L/rik- If
Aa (i) is the expected number of leavings from vertex i on a random walk, governed
by equation (1), from boundary node A to any node on the boundary, then

Aa(i) = (1> ojua(i).

A

Note that for the model with unit resistances this formula becomes

1
Aa(i) = <dA) d;ua(i), where d; is the degree of vertex j.

Proof. The j*" row of matrix P represents the probabilities that a random walk at
vertex j will make its next step to any of the other interior vertices, so the sum of
any row is less than or equal to one. If the vertex j is next to a boundary node,
the sum of the j*" row is less than one, since the probability of leaving the interior
from vertex j is positive. This implies that the matrix I — P is diagonal dominant,
and, thus, must have an inverse, and so, equation (10) has a unique solution. Let’s
show the solution is A4 (i) = (1/04)o;ua(i) for each interior vertex 4.
Observe that since w4 (¢) is harmonic at any interior vertex i,

ua(i)=o;" Z (1/rij)ua()

JEN (i)

or

<01A> oiua(i) = (;4) jgv:(i) (1/rij)ua(y)
(1/7i5) (i) ojua(j)

9j

=2
JEN(3)
This is a restatement of equation (7) for Aa (i) = (1/04)o;ua(?). If i is not a neigh-
bor of A, then, for any boundary node B, B € N(i), ua(B) = 0, so B’s contribution
to the above sum is zero. Thus, equation (8) holds for A4 (i) = (1/04)oua(%).
If, on the other hand, ¢ is a neighbor of A, then since us(A) = 1 the above sum
becomes

| | (1/r) (35) oua) | (/i) (25) o
— | osuali) = Z : +
oA ~ JEN(®) 9j gA
j interior vertex
Since Py; = %;A), equation (9) holds as well, and, thus, A4(i) must equal

(1/o4)osua(i) on the interior. We also know that Aa(A) =1 = (1/04)oaua(A4),
and, for any boundary node B, A # B, Aa(B) = 0 = (1/04)opua(B). Hence,
Aa(i) = (1/oa)o;ua(i) holds for all vertices i. O
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5.3. The vertex inner product. We will use Lemma 5.3 and some probability
arguments about paths from boundary node A to boundary node B to calculate
Aap(i). If we, in turn, calculate E[Xap] = 3.1 vertices j AaB (7)., the result will
involve an interesting inner product.

If we, now, consider a random walk starting boundary node A finishing at bound-
ary node B (possibly equal to A), we might intuit that the expected number of
leavings from vertex ¢ on such random walks, A4p(7), is equal to the expected
number of leaving on a random walk from A to anywhere on the boundary, A4 (i),
times the probability of getting from i to B, p;p [= up(i)], that is,

. . . 1 . .
Aag(i) = Aa(up(i) = (UA> oiua(i)up(i).
This turns out to be true for vertices i, i # A, but requires some care to demon-
strate.

Lemma 5.4. Given boundary nodes A and B possibly equal, let Aa(i) and Aap(2)
are as defined in section 5.1, namely, Aa(i) is the expected number of leavings
from vertex i starting at boundary node A and ending the next time the boundary is
reached, and Aap (1) is the expected number of leavings from vertex i in such random
walks counting only leavings for walks that end at boundary node B. Moreover, if
up(i) is the solution for all vertices i to the Dirichet problem on the resistance
network satisfying the boundary conditions:

UB(B) =1
while, for any other boundary node C,C # B
uB(C’) =0

then, for all vertices i, i # A,
Aag(t) = Aa(i)up (i)

Proof. For interior vertex ¢ and boundary nodes A and B possibly equal, Let p Ai
be the probability of random walk going directly from A to i, that is, not visiting
7 only at the end of the walk. Let p i be the probability of random walk going
directly from 7 to the boundary, that is, not returning to 7 along the way. Let piB
be the probability of random walk going directly from i to B, again, not returning
to ¢ along the way. Finally, let ; be the probability of random walk returning to 7.

Notice that if a random walk is at ¢ it can go directly to the boundary or it can
return to 4, so pi +ri = 1 or pi = 1 — r;. Notice also that we can use these
defined quantities to calculate \4(i) directly as one times the probability of a one
visit random walk plus two times the probability of a two visit random walk and
so on. This translates into one times the probability of going from A directly to @
and directly from ¢ to the boundary plus two times the probability of going from
A directly to 4, returning to ¢ once, and then going directly from i to the boundary
etc, namely,

Aa(i) = 1X pa; i (one visit to i )
4+ 2X  paiTipi (two visits to 7 )
(11) + 3x pair?p; (three visits to i )
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We can make similar calculation for A4 p(7).

Aap(i) = Ix pa; piB (one visit to 7 )
+ 2X  pa;TiPiB (two visits to 7 )
(12) + 3X pair?pip (three visits to i )

Comparing equations (11) and (12), we realize that Aap(i) = Aa(é)(pig/pi ). Fi-
nally, using the same approach, we can calculate p;p the probability a random walk
going from i to B:

PiB = DiB (go directly to B )
+ TipiB (return to ¢ once, then go directly to B )
(13) + ripip (return to ¢ twice, then go directly to B )
= piB piB
= . rn = — = —
= 2:30 Z L= Pi,

So, Aag(i) = Aa(i)piz = Aa(i)up(i) holds for all interior vertices 7. Since,
for boundary node C, C # A, Aap(C) = Aa(C) = 0, it holds for all vertices i,
i # A O

If we substitute A for i in Aap(i) = Aa(V)up(i) = (i) oua(t)up(i), we get
Aap(A) = 0, which is obviously untrue. We may, however, calculate Aap(A)
directly. Every random walk from A to any node on the boundary has one leaving
from node A, so Aa(4) = 1. Aap(A), however, counts only those random walk
paths that end at B. Hence, it will equal one times the probability of getting from
A to B, which is, as discussed in remark 4.2,

(1) Mp(A)= Y Paps= Y [@/mw(ﬁ]
JEN(A) JEN(A) gA

We can now make the calculation

E[Xagl= Y Aapli)=

all vertices 1

(15) = Z (01 )G‘iUA(i)’U/B(i) + Z [(1/TAJ)UB(j>]

ot versicon 4, N4 JEN(A) 74
1 . . :
= (o’) Z oiua(@)up(i) + Z (1/TAj)uB(j)
A all vertices i, JEN(A)

i#A

For our special model where all resistances are one, this becomes

1) Basl= ()| ¥ duaue) + Y ust)

all vertices 1, 1
a’ vi;zghz _]EN(A)
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where d; is the degree of vertex i. Note that > o;ua(i)up(i) or, alternatively,
> diua(i)up(i) has the form of a weighted inner product. We shall refer this sum
as the random walk inner product over vertices.

Remark 5.5. Before launching into a formal definition, we should call attention
to a small abuse of notation. Up to this point, we have use ux (i) and up(i) to
denote the the solutions to the Dirichlet problem on the vertices of network where
for boundary node C, in the first case, us(C) = 1, if A = C, and us(C) = 0
otherwise and, in the second case, ug(C) = 1, if B = C, and up(C) = 0 otherwise.
This is to say the boundary values are the basis vectors e4 and ep, respectively.
We will want to denote sometimes use the notation wu., (i) and w., (i) for ua(7)
and up (i), because this notation also allows us to easily denote solutions to the
Dirichlet problem with an arbitrary vector, ¢, the boundary condition, as ug(i).
This alternative notation should not cause any confusion.

Definition 5.6. Let ¢ and v be two vectors representing the boundary conditions
for two solutions, us(i) and uy (i), to the Dirichlet problem for resistance network
G on all vertices i in G. Also, let r;; be the resistance on edge {i,j} and o; =
ZkeN(i) 1/ri. The random walk inner product over vertices of ¢ and ) is

(17) (@)=Y ciug(i)uy(i).

all vertices i
in G

For our special model where all resistances are one, this may be written

(18) (e = > diug(i)uy(i).

all vertices i
in G

where d; is the degree of vertex i. We shall often omit the subscript G where it is
obvious and, also, often use (A, B)¢ to mean (e4,ep)q.

It can be readily verified that this construction has all the properties of an inner
product: it is symmetric [{¢, ) = (¢, )], positive [(¢, @) > 0 if ¢ # 0], definite
[(¢,¢) = 0 impies ¢ = 0]. It is less obvious that it is bilinear, but this follows since
the solutions to the Dirichlet problem are linear in their boundary conditions, that
is, Uagtby (1) = aug (i) + buy(7) for any real numbers a, b.

For the case of a simple random walk on a network G where resistances are one,
given boundary nodes A # B,

(19) (A,B)g = daE[Xap]— > us(j)
JEN(A)

affords a straightforward interpretation. As discussed earlier, (1/da) > ;cn(a) un(J)
is the expected number of leavings from A. So, subtracting them, means E[X 5] —
(1/da) > jen(ayus(j) is the expected number of steps on a random walk from A
to B, just forgetting to count the first step. The first term in the product of prob-
abilities for paths summed in this expectation is 1/d4 as every path still starts by
leaving A. Thus, multiplying by d 4, pushes A out of the random walk entirely and
gives us the expected total number of steps if we started d4 random walks each
beginning at each of the neighbors of A. In other words,

(20) (A,B)a = > E[X;p]
JEN(A)
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The interpretation of (A, A)g works the same way except in that case the inner

product sum includes the term daua(A)ua(A) [= da| for vertex A, so equation
(19) becomes
(21) (A, A)g —da = daE[Xaa] = Y ua(j),
JEN(A)
and, hence,
(22) (A, A)g —da= Y E[X;al.
JEN(A)

A similar interpretation is possible for the network model in which the resistances
vary, but it is much less straight forward.

Example 5.7. Let’s calculate this inner product for a simple network of a line
of m unit resistors connecting boundary nodes A and B. Labeling the vertices

1 |
I R R 1
n unit resistors

FIGURE 2. A linear network of unit resistors.

as A =0,1,2,---n — 1,n = B, the solutions to the Dirichlet problem are linear:
ua(i) = (n —1i)/n and up(i) = i/n. So,

(B, B) = 1up(0)* + Z 2up (i) + lup(n)?

n(n—1)(2n —1)
=1+2
+ [ 6n2
3n 2n?2—-3n+1 2 1
_|_ —

= — - = n + _
3n 3n 3 3n
(A, A) is the same, since it is the same sum done in reverse order, and

(A, B) = (B, A) = 1ua(0 —I—Z?uA Dup(i) + lua(n)up(n)

Z
)

2n2 6n2
32 —-3n 2n2—-3n+1 1 1
= — =-n—-—.
3n 3n 3 3n

:2 {n n(n—1 n(nl)(?nl)}
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Since, in this example, the degree of A is one, (A4, B) is expected number of steps
in a random walk starting at A counting only those paths that end at B. Similarly,
(A, Ay — 1 is expected number of steps in a random walk starting at A counting
only those paths that end at A.

Note also in this example
(A, 4) + (A, B) + (B, A) + (B, B) = 2n,
which, along with a number other calculations, motivates the following theorem.

Theorem 5.8. Let G be a resistance network, let a random walk be defined on that
network using either model. Let OV be the set of boundary nodes of G.

> ABe= Y a=2| ¥ L

A,BeoV all vertices i all edges v
in G {i,j} in G
This may not seem especially interesting as stated, but in the special model where
resistances are one, the above sum of inner products equals twice the number of
edges in the network. This portends good things for the inverse problem to come.

Proof.
Z (A,B)g = Z Z oiua(i)up (i)
A,BeEdV A, BV all ‘{erticces i
- Y Y w0 X
all vertices i Aeav BEBV

in G
Since a random walk beginning at some vertex ¢ must eventually walk out at some
boundary node, ) 4oy ua(i) = Y oy up(i) =1, so

> (ABge= > o

A,BedV all vertices i

in

Since this last term sums (1/7;) on each end of each edge {i, j}, it is equal to

1
21 >
all edges Tij

{i.j} in G

O

Example 5.9. As an simple application of theorem 5.8, imagine we have resistance
network with only one boundary node A. If we model this network using unit
resistances, we have from equation (21)

<A,A>G—dA=dAE[XAA]— Z uA(])
JEN(A)

The solution to the Dirichlet problem in this instance is easy: ua(i) = 1 for all 4.
Hence, by theorem 5.8,

(A, A)g = daFE[X aa] = 2 x (the number of edges in G).
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5.4. The edge inner product. We can go through the same line of thinking
that we went though for vertices in section 5.3 and apply it to edges, that is, use
probability arguments to calculate k45(Z,j), and then calculate

EXagl= Y [kas(i,j) + rap(j,i).
all edges {7,5}

The result will involve yet another inner product.

Lemma 5.10. Given boundary nodes A and B possibly equal, let Aa (i) and kap (i, 7)
are as defined in section 5.1, namely, A4 (i) is the expected number of leavings from
vertex i starting at boundary node A and ending the next time the boundary is
reached, and kg (i, j) is the expected number of crossings of edge {i,j} from vertex
i to j in such random walks counting only crossings for walks that end at boundary
node B. Moreover, if up(i) = ey (7) is the solution for all vertices i to the Dirichet
problem on the resistance network satisfying the boundary conditions:

UB(B) =1
while, for any other boundary node C,C # B
UB<C) =0

then, for all vertices i and j, where j € N (i),
rkag(i,j) = Aa(i)Pijup(j)
where Pj; is the probability of a random walk at vertex i crossing to j.

Proof. The argument is very similar to that for lemma 5.4. Our definitions will
be a little different, however. For boundary nodes A and B possibly equal, and
vertex i, that is either an interior vertex or ¢ = A, and for vertex j neighboring 7,
let p Ai be the probability of random walk going ‘directly’ from A to i, in a crossing
sense this time, that is, without crossing from ¢ to j. Let p; be the probability

of random walk going ‘directly’ from i to the boundary, that is, not returning to j
by crossing from i anywhere in the process. Similarly, let piB be the probability of
random walk going ‘directly’ from ¢ to B, again, not crossing from ¢ to j along the
way. Finally, let 7;; be the probability of random walk returning to j by crossing
from 4. Note that if i = A, r;; = 0.

As before, if a random walk is at ¢ it can go ‘directly’ to the boundary or it can
return to ¢, by crossing edge {i,j}, so p; +r;; =1 or p; =1—r;;. Notice, also,
on a random walk from A to the boundagf, every time it leaves 1, it has probability
P;; of crossing to j. So, on such a random walk, the expected number of crossings

from ¢ to j is Aa(i)P;;. We can expand this as we did A4(4) in the proof of lemma
5.4,

Aa(B) Py = Ix pa; Py pj (one crossing from i to j)
+ 2% pai Piyriip; (two crossings from ¢ to j)
+ 3X pa; Pijr,%j D (three crossings from 4 to j)

Of course, we can make similar calculation for k45 (7,7) in which we only count
crossings on paths that end at B. There we would replace the p; on the end of
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each term with a p;p. Hence, kap(i,j) = Aa(i)Py; (ij/pj ) Finally, we can

calculate p;p, the pgbability a random walk going from j to B:

piB = DiB (go directly to B)
+ Ti;DPiB (return to j by crossing from 4, once, then directly to B)
+ rfj PjB (return to j by crossing from i, twice, then directly to B)
> pjB PjB
= PjB rit. = — = =
= nz::o K L=y Pj
And so,
(23) kaB(i,J) = Aa(i)Pijpjp = Aa(i) Pijup(j)

holds for interior vertex i or if ¢ = A with neighboring vertex j. If i is a boundary
node, and ¢ # A then kap(i,5) = 0, but As(¢) = 0, so equation (23) holds for all
neighboring vertices 4 and j. (Il

With this, we can calculate the expected number of steps in a random walk
starting at A counting only those walks that end at B,

EXapl= Y. [rap(i,j) + £as(j,1)]
all edges {7,5}

(24) = > Pal@)Pyus() + Aali) Pjius(i)]

all edges {4,5}

[0 () ()i () )

all edges {7,5}

_ (1> 3 (1> ua(i)us () + waliyus ().

o Tij
A all edges {4,5} K
In our model with unit resistances, this is

@ Bl () X la@usl)+ uaGus).

all edges {4,5}

Once again, E[X 4p] involves a sum with the form of an inner product, in this case,
over edges instead of vertices.

Definition 5.11. Let ¢ and ¥ be two vectors representing the boundary conditions
for two solutions, us (i) and uy (i), to the Dirichlet problem for resistance network
G on all vertices i in G, and r;; be the resistance on edge {i,j}. The random walk
inner product over edges of ¢ and v is

(26) Ge= Y (1) g ()11 (3) + 9 () 1)

P
all edges {i,5} Y

(Again, this can be readily shown to have all the properties of an inner product.)
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This time the interpretation of the inner product is simple and straightforward
regardless of the random walk model we use. Let A and B be boundary nodes of
resistance network G. For the general model,

(27) (A,B)¢ [= (éa,en)c] = 0AE[X ap]
For the unit resistor model,
(28) (A B)g = daE[X 5]

where d4 is the degree of boundary node A.

Lets calculate the edge inner product for the simple line of n unit resistors
connecting boundary nodes A and B just as we did for the vertex inner product in
example 5.7. Remember, we labeled A = 0,1,2,---n — 1,n = B, the solutions to
the Dirichlet problem were u (i) = (n —¢)/n and up(i) = i/n. Thus,

(A,A) = (B, B) = "fz {i(” 1)} s [”W— D), nln—1)(2n - 1)}

, n? 2n? 6n2
1=0

3(n—1) n mn—1)2n—-1) 2n—-1)(n+1) 2 2

- 3n 3n - 3n - gn  3n
and
n—1 r. . . . n—1 . .
— — iln—i—1) (GE+1)(n—1) n+2i(n —1) — 242
@B = A =y | R ] 2
; n n : n
1=0 i=0
n? nn-12 nn-1)02n-1) 1 9 5
== - =— - —2 1
Lﬂ + 2 302 } i [371 + 3n 6n + 3 n“ + 3n }
1., 12
S 9] — = il
3o [V T2 =gt g

Notice that this is slightly different from the values calculated for the vertex inner
product. We will expore the relationship between the two inner products in the
next section. Now, we must prove the edge inner product version of theorem 5.8.

Theorem 5.12. Let G be a resistance network, let a random walk be defined on
that network using either model. Let OV be the set of boundary nodes of G.

A T 1
Y (ABe= Y oi=2( > —
A,BeoV all vertices 4 all edges Tij
in G {i,j} in G

Proof.

Y @Be= Y Y% (1) [wa@un() + va(i)us ()

T.
A,BedV A,BEOV all edges v
{i,j} in G

= Z (1> lz ua(i) Z up(j) + Z ua(j) Z up(i)

T
(ﬂ.“gd.gesc v AcdV Beav AedV Beav
i3} in
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Since a random walk beginning at some vertex ¢ must eventually walk out at some
boundary node, ) 4oy ua(i) = Y oy up(i) =1, so

Z (A, B)g = Z 2<1)

A,BedV all edges Tij
{i,j} in G

Since this last term sums (1/7;;) on each end of each edge {i, j}, we can apply each
(1/7i;) to each vertex the edge contacts, so

Y @he= Y Y = Y

A,BeoV all vie;]rtci:ces i ]GN(Z) v all vertices i

in G

O

6. RELATIONSHIPS BETWEEN THE VERTEX INNER PRODUCT, THE EDGE INNER
PRODUCT, AND THE DIRICHLET-NEUMANN MAP

two [ ... ] )
ato
abottzo)m
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