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CHAPTER 1

Introduction

These notes are taken from the final part of a class on rectifiability given at the University
of Zürich during the summer semester 2004. The main aim is to provide a self–contained
reference for the proof of the following remarkable theorem

Theorem 1.1. Let µ be a locally finite measure on Rn and α a nonnegative real number.
Assume that the following limit exists, is finite and non–zero for µ–a.e. x:

lim
r↓0

µ(Br(x))

rα
.

Then either µ = 0, or α is a natural number k ≤ n. In the latter case, a measure µ
satisfies the requirement above if and only if there exists a Borel measurable function f and
a countable collection {Γi} of Lipschitz k–dimensional submanifolds of Rn such that

µ(A) =
∑

i

∫

Γi∩A

f(x) dVolk(x) for any Borel set A.

Here Volk denotes the natural k–dimensional volume measure that a Lipschitz submani-
fold inherits as a subset of Rn.

The first part of Theorem 1.1, (i.e. if µ is nontrivial then α must be integer) was
proved by Marstrand in [17]. The second part is trivial when k = 0 and k = n. The
first nontrivial case, k = 1 and n = 2, was proved by Besicovitch in his pioneering work [2],
though in a different framework (Besicovitch’s statement dealt with sets instead of measures).
Besicovitch’s theorem was recast in the framework above in [24], and in [23] it was extended
to the case k = 1 and generic n. The higher dimensional version remained a long standing
problem. Marstrand in [16] made a major contribution to its solution. His ideas were
sufficient to prove a weaker theorem for 2–dimensional sets in R3, which was later generalized
by Mattila in [18] to arbitrary dimensions and codimensions.

The problem was finally solved by Preiss in [25]. His proof starts from Marstrand’s
work but he introduces many new and interesting ideas. Although the excellent book of
Mattila [21] gives a summary of this proof, many details and some important ideas were
not documented. As far as I know, the only reference for the proof of the second part of
Theorem 1.1 is Preiss’ paper itself.

As a measure of the complexity of the subject, we remark that natural generalizations of
Marstrand, Mattila, and Preiss’ theorems proved to be quite hard; see for instance [12] and
[13].

Actually, in [25] Preiss proved the following stronger quantitative version of the second
part of Theorem 1.1:
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6 1. INTRODUCTION

Theorem 1.2. For any pair of nonnegative integers k ≤ n there exists a constant
c(k, n) > 1 such that the following holds. If µ is a locally finite measure on R

n and

0 < lim sup
r↓0

µ(Br(x))

rk
< c(k, n) lim inf

r↓0

µ(Br(x))

rk
< ∞ for µ–a.e. x ∈ R

n,

then the same conclusion as for Theorem 1.1 holds.

The proof of this statement is longer and more difficult. On the other hand, most of the
deep ideas contained in [25] are already needed to prove Theorem 1.1. Therefore, I decided
to focus on Theorem 1.1.

Despite the depth of Theorem 1.1, no substantial knowledge of geometric measure theory
is needed to read these notes. Indeed, the only prerequisites are:

• Some elementary measure theory;
• Some classical covering theorems and the Besicovitch Differentiation Theorem;
• Rademacher’s Theorem on the almost everywhere differentiability of Lipschitz maps;
• The definition of Hausdorff measures and a few of their elementary properties.

All the fundamental definitions, propositions, and theorems are given in Chapter 2, together
with references on where to find them.

The reader will note that I do not assume any knowledge of rectifiable sets. I define them
in Chapter 4, where I prove some of their basic properties. The material of Chapter 4 can
be found in other books and Mattila’s book is a particularly good reference for Chapter 3
and Chapter 5. However, there are two good reasons for including Chapters 3, 4, and 5 in
these notes:

(a) To make these notes accessible to people who are not experts in the field;
(b) To show the precursors of some ideas of Preiss’ proof, in the hope that it makes

them easier to understand.

These two reasons have also been the main guidelines in presenting the proofs of the
various propositions and theorems. Therefore, some of the proofs are neither the shortest
nor the most elegant available in the literature. For instance, as far as I know, the shortest
and most elegant proof of Marstrand’s Theorem (see Theorem 3.1) uses a beautiful result of
Kirchheim and Preiss (see Theorem 3.11 in [10]). However, I have chosen to give Marstrand’s
original proof because the “moments” introduced by Preiss (which play a major role in his
proof; see Chapters 7, 8, and 9) are reminiscent of the “barycenter” introduced by Marstrand
(see (3.17)).

Similarly, I have not hesitated to sacrifice generality, whenever this seemed to make the
statements, the notation, or the ideas more transparent. Therefore, many other remarkable
facts proved by Preiss in [25] are not mentioned in these notes.

As already mentioned above, Chapter 2 is mostly a list of prerequisites on measure theory.
In Chapter 3, we prove the classical result of Marstrand that if α ∈ R and µ 6= 0 satisfy
the assumption of Theorem 1.1, then α is an integer. In this chapter we also introduce the
notion of tangent measure.

In Chapter 4 we define rectifiable sets and rectifiable measures and we prove the Area
Formula and a classical rectifiability criterion. As an application of these tools we give a
first characterization of rectifiable measures in terms of their tangent measures.
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In Chapter 5 we prove a deeper rectifiability criterion, due to Marstrand for 2–dimensional
sets in R

3 and extended by Mattila to general dimension and codimension. This rectifiability
criterion plays a crucial role in the proof of Theorem 1.1.

In Chapter 6 we give an overview of Preiss’ proof of Theorem 1.1. In this chapter we
motivate some of its difficulties and we split the proof into three main steps, each of which is
taken in one of the subsequent three chapters. Chapter 10 is a collection of open problems
connected to the the various topics of the notes, which I collected together with Bernd
Kichheim.

In Appendix A we prove the Kirchheim–Preiss Theorem on the analiticity of the sup-
port of uniformly distributed euclidean measures, whereas Appendix B contains some useful
elementary computations on Gaussian integrals.

I wish to thank Matteo Focardi and Andrew Lorent, who carefully read these notes and
helped me with many comments and suggestions, and Filippo Pellandini, David Pumberger,
and Stefan Wenger, who followed the last part of my course.





CHAPTER 2

Notation and preliminaries

In this section, we gather some basic facts which will be used later in these notes. For
a proof of the various theorems and propositions listed in the next sections, the reader is
referred to Chapter 1 and Sections 2.3, 2.4, 2.5, and 2.8 of [1].

1. General notation and measures

The topological closure of a set U and its topological boundary will be denoted respec-
tively by U and ∂U . Given x ∈ R

n and r > 0, we will use Br(x), Br(x), and ∂Br(x) to
denote, respectively, the open ball centered at x of radius r, its closure, and its boundary.
A k–dimensional linear subspace of Rm will be called a k–dimensional linear plane. When
V is a k–dimensional linear plane and x ∈ Rm, the set x+ V will be called a k–dimensional
affine plane. We will simply use the word “plane” when there is no ambiguity as to whether
we mean a linear or an affine plane. When x and y are vectors of Rn, we will denote by
〈x, y〉 their scalar product. When A and B are matrices and x is a vector, we will denote
by A · B and A · x the usual product of matrices and the usual product of a matrix and a
column vector.

In these notes we will always consider nonnegative measures µ, though many theorems
can be generalized to real and vector–valued measures with almost no effort. µ–measurable
sets and µ–measurable functions are defined in the usual way. The Lebesgue measure on Rn

is denoted by L n.
When E ⊂ U and µ is a measure on U , we will denote by µ E the measure defined by

[µ E] (A) := µ(A ∩E) .

If f is a nonnegative µ–measurable function, then we denote by fµ the measure defined by

[fµ](A) :=

∫

A

f dµ .

We say that a measure µ is Borel regular if the Borel sets are µ–measurable and if for
every µ–measurable set A there exists a Borel set B such that A ⊂ B and µ(B \A) = 0. We
say that a Borel measure µ is locally finite if µ(K) < ∞ for every compact set K. All the
measures considered in these notes are Borel regular and, except for the Hausdorff measures
(see below), they are all locally finite. Moreover, even when dealing with the Hausdorff
measure H k, we will always work with its restrictionS to Borel sets E with locally finite
H

k measure, i.e. such that H
k(E ∩K) <∞ for every compact set K. Hence, in practice,

we will always deal with measures which are Borel regular and locally finite. For these
measures, the following proposition holds true (see Proposition 1.43 of [1]).
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10 2. NOTATION AND PRELIMINARIES

Proposition 2.1. Let µ be a Borel regular and locally finite measure on Rn. If E is a
Borel set such that µ(E) < ∞, then for every ε > 0 there exists a compact set K and an
open set U , such that K ⊂ E ⊂ U and µ(U \K) < ε.

Sometimes, when comparing two different measures µ and ν on an open set A we will
use the total variation of µ− ν on A, which is denoted by |µ− ν|(A) and is defined as

|µ− ν|(A) := sup
ϕ∈Cc(A),|ϕ|≤1

∫

ϕd(µ− ν) .

We will say that the µ–measurable function f is Lebesgue continuous at a point x with
respect to the measure µ if we have

lim
r↓0

1

µ(Br(x))

∫

Br(x)

∣

∣f(y) − f(x)
∣

∣ dy = 0 .

When µ is the Lebesgue measure, we will simply say that f is Lebesgue continuous at x.
The following is an application of the Besicovitch Differentiation Theorem 2.10 (compare
with Corollary 2.23 of [1]).

Proposition 2.2. If µ is a locally finite measure and f ∈ L1(µ), then for µ–a.e. x, f is
Lebesgue continuous at x with respect to µ.

2. Weak∗ convergence of measures

As usual, we endow the space Cc(R
n) of continuous compactly supported functions with

the topology of uniform convergence on compact sets. This means that ϕj → ϕ if

• there exists a compact set K such that supp (ϕj) ⊂ K for every n;
• ϕj → ϕ uniformly.

If µ is a locally finite measure on Rn, then the map

ϕ →
∫

ϕdµ

induces a continuous linear functional on Cc(R
n). The converse is also true:

Theorem 2.3 (Riesz’ Representation Theorem). Let L : Cc(R
n) → R be a linear func-

tional such that L(ϕ) ≥ 0 for every ϕ ≥ 0. Then there exists a locally finite nonnegative
measure µ such that

L(µ) :=

∫

ϕdµ .

Therefore, it is natural to endow the space of locally finite Euclidean measures M with
the topology of the dual space of Cc(R

n):

Definition 2.4. Let {µj} be a sequence of locally finite nonnegative measures on Rn.

We say that µj converges weakly∗ to µ (and we write µj
∗
⇀ µ) if

lim
j↑∞

∫

ϕdµj =

∫

ϕdµ

for every ϕ ∈ Cc(R
n).
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We will often use the fact that if for every bounded open set A we have |µj −µ|(A) → 0,

then µj
∗
⇀ µ.

Note that if µj
∗
⇀ µ, then {µj} is uniformly locally bounded, that is, for every compact

set K there exists a constant CK such that µj(K) ≤ CK for every j ∈ N. Moreover, since M
is the dual of the topological vector space Cc(R

n), the weak∗ topology defined above enjoys
the following compactness property:

Proposition 2.5. Let {µj} be a sequence of uniformly locally bounded measures. Then

there exists a subsequence {µji
} and a locally finite measure µ such that µji

∗
⇀ µ.

Moreover, since the topological vector space Cc(R
n) is separable, the following metriz-

ability property is well known.

Proposition 2.6 (Metrizability of weak∗ convergence). Let M(Rn) be the set of non-
negative locally finite measures. Then there exists a distance d on M(Rn) such that

µj
∗
⇀ µ if and only if d(µj, µ) → 0 and {µj} is locally uniformly bounded.

For the reader’s convenience we include a proof of this proposition.

Proof. Let G := {fi} ⊂ Cc(R
n) be a countable dense set. That is, for every f ∈ Cc(R

n)
there exists a sequence {fi(j)} ⊂ G such that fi(j) → f and the supports of fi(j) are all
contained in a compact set Kf .

For i ∈ N and µ, ν ∈ M we define

di(µ, ν) :=

∣

∣

∣

∣

∫

fi dµ−
∫

fi dν

∣

∣

∣

∣

.

Then we set

d(µ, ν) :=
∞
∑

i=1

2−i min
{

di(µ, ν) , 1
}

.

Clearly d defines a distance. Indeed, if d(µ, ν) = 0 then
∫

fdµ =
∫

fdν for every f ∈ Cc(R
n),

which implies µ = ν. Hence, it suffices to check the triangle inequality, which follows easily
from

di(µ, ζ) ≤ di(µ, ν) + di(ν, ζ) .

Now assume µj
∗
⇀ µ. Then for each fi ∈ G we have

lim
j→∞

∫

fi dµj =

∫

fi dµ . (2.1)

After fixing 1 > δ > 0 we select N0 > 0 such that
∑

i>N0
2−i < δ/2. From (2.1) we conclude

that there exists an N1 > 0 such that

di(µj, µ) =

∣

∣

∣

∣

∫

fidµ−
∫

fidµj

∣

∣

∣

∣

≤ δ

2N0
for every i ≤ N0 and j ≥ N1 . (2.2)

Therefore, for j ≥ N1 we have

d(µj, µ) ≤
N0
∑

i=1

2−1di(µj, µ) +
∑

i>N0

2−i ≤ δ

2
+
δ

2
= δ .



12 2. NOTATION AND PRELIMINARIES

We conclude that d(µj, µ) → 0.

On the other hand, assume that d(µj, µ) → 0 and that {µj} is locally uniformly bounded.
Let ϕ ∈ Cc(R

n). From our assumptions there exists a compact set K which contains supp (ϕ)
and a sequence {fi} ⊂ G such that fi → f uniformly and supp (fi) ⊂ K.

Let M be such that µ(K) + µj(K) ≤M for every j. For any given ε > 0 we can choose
fi in the sequence above such that ‖ϕ− fi‖∞ ≤ ε/(2M). Now, since di(µj, µ) → 0, we can
choose N such that

di(µj, µ) ≤ ε

2
for every j ≥ N .

Therefore, we can compute
∣

∣

∣

∣

∫

ϕdµj −
∫

ϕdµ

∣

∣

∣

∣

≤
∣

∣

∣

∣

∫

fidµj −
∫

fidµ

∣

∣

∣

∣

+

∣

∣

∣

∣

∫

(fi − ϕ)dµj

∣

∣

∣

∣

+

∣

∣

∣

∣

∫

(fi − ϕ)dµ

∣

∣

∣

∣

≤ ε

2
+ ‖ϕ− fi‖∞

(

µ(K) + µj(K)
)

≤ ε .

Therefore, we conclude that

lim
j↑∞

∫

ϕdµj =

∫

ϕdµ .

The arbitrariness of ϕ implies that µj
∗
⇀ µ. �

Finally we conclude this section with a technical proposition which will be very useful in
many situations.

Proposition 2.7. Let νi be a sequence of measures such that νi
∗
⇀ ν. Then

• lim inf i νi(A) ≥ ν(A) for every open set A;
• lim supi νi(K) ≤ ν(K) for every compact set K.

Therefore,

• νi(A) → ν(A) for every bounded open set A such that ν(∂A) = 0;
• For any point x there exists a set Sx ⊂ R+ at most countable such that

νi(Bρ(x)) → ν(Bρ(x)) for every ρ ∈ R+ \ Sx.

Proof. Let νi and ν be as in the statement of the proposition and assume A is open. Let
{ϕj} ⊂ Cc(A) be such that 0 ≤ ϕj ≤ 1 and ϕj(x) → 1 for every x ∈ A. Since νi(A) ≥

∫

ϕjdνi

for every j and i, we have

lim inf
i↑∞

νi(A) ≥ lim inf
i↑∞

∫

ϕj dνi =

∫

ϕj dν for every j.

Letting j ↑ ∞ we obtain
lim inf

i↑∞
νi(A) ≥ ν(A) . (2.3)

Consider now K compact and fix ε > 0. Let U be an open set such that K ⊂ U and
ν(U \K) < ε. Now, fix ϕ ∈ Cc(U) such that 0 ≤ ϕ ≤ 1 and ϕ = 1 on K. Then we have

lim sup
i↑∞

νi(K) ≤ lim sup
i↑∞

∫

ϕdνi =

∫

ϕdν ≤ ν(U) < ν(K) + ε .

The arbitrariness of ε gives
lim sup

n↑∞
νi(K) ≤ ν(K) . (2.4)
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Next let A be a bounded open set such that ν(∂A) = 0. Then, A is compact and, by (2.3)
and (2.4),

lim inf
i

νi(A) ≥ ν(A) = ν(Ā) ≥ lim sup
i

ν(Ā) ≥ lim sup
i

νi(A) .

Finally, given x, we consider the set

Sx :=
{

r ∈ R
+ : ν(∂Br(x)) > 0

}

.

According to what we have proved so far, we have

lim
i↑∞

νi(Br(x)) = ν(Br(x)) for any r ∈ R+ \ Sx.

Since ν is locally finite, Sx is at most countable. �

3. Covering theorems and differentiation of measures

In these notes we will use two well–known covering theorems. For the first, we refer the
reader to Theorem 2.1 of [21], and for the second, to Theorem 2.19 of [1].

Theorem 2.8 (5r–Covering Theorem). Let B be a family of balls of the Euclidean space
Rn such that the supremum of their radii is finite. Then there exists a countable subset
C = {Bri

(xi)}i∈N of B such that:

• The balls Bri
(xi) are pairwise disjoint;

• ⋃B∈B B ⊂ ⋃

i∈N
B5ri

(xi).

Theorem 2.9 (Besicovitch–Vitali Covering Theorem). Let A be a bounded Borel Eu-
clidean set and B a collection of closed balls such that for every x ∈ A and every r > 0 there
exists a ball Bρ(x) ∈ B with radius ρ < r. If µ is a locally finite measure, then there exists
a countable subset C ⊂ B of pairwise disjoint balls such that µ

(

A \⋃B∈C B
)

= 0.

The Besicovitch–Vitali Covering Theorem is the main tool for proving the following
differentiation theorem for measures (see Theorem 2.22 of [1]):

Theorem 2.10 (Besicovitch Differentiation of Measures). Let µ and ν be locally finite
Euclidean measures. Then the limit

f(x) := lim
r↓0

ν(Br(x))

µ(Br(x))

exists at µ–a.e. point x ∈ supp (µ). Moreover, the Radon–Nikodym decomposition of ν with
respect to µ is given by fµ+ ν E, where

E :=
(

R
n \ supp (µ)

)

∪
{

x ∈ supp (µ) : lim
r↓0

ν(Br(x))

µ(Br(x))
= ∞

}

.

4. Hausdorff measures

For any nonnegative real number α we define the constant ωα to be πα/2Γ(1+α/2), where

Γ(t) :=

∫ ∞

0

st−1e−s ds .

When α is an integer, ωα is equal to the L α measure of the Euclidean unit ball of Rα (see
Proposition B.1).
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We define the α–dimensional Hausdorff measure on Rn in the usual way (cf. Definition
2.46 of [1]):

Definition 2.11. Let E ⊂ Rn. The α–dimensional Hausdorff measure of E is denoted
by H α(E) and defined by

H
α(E) := lim

δ↓0
H

α
δ (E)

where H α
δ (E) is defined as

H
α

δ (E) :=
ωα

2α
inf

{

∑

i∈I

(

diam (Ei)
)α
∣

∣

∣
diam (Ei) < δ , E ⊂

⋃

i∈I

Ei

}

.

In the following proposition we summarize some important properties of the Hausdorff
measure (see Propositions 2.49 and 2.53 of [1]).

Proposition 2.12.

(i) The measures H α are Borel.
(ii) They are translation–invariant and H

α(λE) = λα
H

α(E) for every positive λ.
(iii) If α > α′ > 0 then H α(E) > 0 =⇒ H α′

(E) = ∞.
(iv) If f : Rm → Rn is a Lipschitz map, then H α(f(E)) ≤ (Lip (f))αH α(E).
(v) The n–dimensional Hausdorff measure on R

n coincides with the Lebesgue measure.

Point (iii) allows the Hausdorff dimension of a set E to be defined as the infimum of the
α’s such that H α(E) = 0. Proposition 2.13 below is a direct consequence of (v). Before
stating the proposition, we first need to introduce the definition of the push–forward of a
measure. If µ is a measure on R

m and f : R
m → R

n is µ–measurable, then we define the
measure f#µ as

[

f#µ
]

(A) := µ
(

f−1(A)
)

.

Proposition 2.13. Let V ⊂ Rn be a k–dimensional affine plane. Fix a system of
orthonormal coordinates x1, . . . , xk, y1, . . . , yn−k such that V = {y1 = . . . = yn−k = 0}.
Denote by ι : R

k → R
n the map x→ (x, 0). Then H

k V = ι#L
k.

We end this section by defining the α–densities of Euclidean measures and sets at a given
point x (cf. Definition 2.55 of [1]).

Definition 2.14. Let µ be a locally finite Euclidean measure and α a nonnegative num-
ber. Then we define the upper (resp. lower) α–density of µ at x as

θ∗α(µ, x) := lim sup
r↓0

µ(Br(x))

ωαrα
θα
∗ (µ, x) := lim inf

r↓0

µ(Br(x))

ωαrα
.

When the two quantities coincide, we simply speak of the α–density of µ at x, denoted by
θα(µ, x).

If E is a Borel set, we define the α–densities of E at x as

θ∗α(E, x) := θ∗α
(

H α E, x
)

θα
∗ (E, x) := θα

∗
(

H α E, x
)

θα(E, x) := θα
(

H
α E, x

)

.

Concerning the relations between densities and measures, we have two useful propositions
which both follow from Proposition 2.56 of [1].
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Proposition 2.15. Let E be a Borel set and α a nonnegative number such that H α(E) <
∞. Then

• θ∗α(E, x) = 0 for H α–a.e. x ∈ Rn \ E;
• 2−α ≤ θ∗α(E, x) ≤ 1 for H α–a.e. x ∈ E.

Proposition 2.16. Let µ be a measure and α a nonnegative real number such that

0 < θα∗(µ, x) < ∞ for µ–a.e. x.

Then there exists an α–dimensional set E and a Borel function f such that µ = fH α E.

5. Lipschitz functions

Let E be a subset of Rn. f : E → Rk is a Lipschitz function if there exists a constant K
such that

|f(x) − f(y)| ≤ K|x− y| ∀x, y ∈ E . (2.5)

The smallest number K for which inequality (2.5) holds is called the Lipschitz constant of f
and we denote it by Lip (f).

The following Proposition has a very elementary proof:

Proposition 2.17. Let f : Rk ⊃ G → Rm be a Lipschitz function. Then there exists a
Lipschitz function f̃ : Rk → Rm such that f̃ |G = f .

Proof. If m = 1 we set

f̃(x) := inf
y∈E

f(y) + Lip (f)|y − x| . (2.6)

It is easy to check that f̃ is Lipschitz and is an extension of f . When m > 1 we use (2.6) to
extend each component of the vector f . �

Remark 2.18. Note that for m = 1 the function f̃ defined in (2.6) satisfies Lip (f̃) =
Lip (f). For m > 1 the extension suggested above does not have this property in general.

However, there does exist an extension f̂ such that Lip (f̂) = Lip (f). This statement is
called Kirszbraun’s Theorem, and it is considerably more difficult to prove (see 2.10.43 of
[8]).

The following are two remarkable theorems concerning Lipschitz functions. In these notes
we will use only the first, but we include the second because it often gives very good insight
into the various properties of Lipschitz functions. For a proof of Theorem 2.19, see Theorem
2.14 of [1]. For a proof of Theorem 2.20, see Theorem 3.1.16 of [8].

Theorem 2.19 (Rademacher). Let f : Rn ⊃ E → Rk be a Lipschitz function. Then f
is differentiable at L

n–a.e. x ∈ E, that is, for L
n–a.e. x ∈ E there exists a linear map

dfx : Rn → Rk such that

lim
y∈E , y→x

|f(y) − f(x) − dfx(y − x)|
|y − x| = 0 .

Theorem 2.20 (Whitney’s extension theorem). Let f : Rn ⊃ E → Rk be a Lipschitz

function. For every ε > 0 there exists a function f̃ ∈ C1(Rn,Rk) such that L n({x ∈ E :

f(x) 6= f̃(x)}) < ε.
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6. The Stone–Weierstrass Theorem

In some approximation arguments we will make use of the classical Stone–Weierstrass
Theorem (see Theorem 7.31 of [27]):

Definition 2.21. Let F be a family of real functions on the set E. Then we say that

• F separates the points if for every x 6= y ∈ E there exists f ∈ F such that f(x) 6=
f(y);

• F vanishes at no point of E if for every x ∈ E there exists f ∈ F such that f(x) 6= 0.

Theorem 2.22 (Stone–Weierstrass). Let K be a compact set and A ⊂ C(K) be an
algebra of functions which separates the points and vanishes at no point. Then for every
f ∈ C(K) there exists {fj} ⊂ A such that fj → f uniformly.



CHAPTER 3

Marstrand’s Theorem and tangent measures

The goal of this chapter is to prove the following beautiful result of Marstrand:

Theorem 3.1 (Marstrand’s Theorem). Let µ be a measure on Rn, α a nonnegative real
number, and E a Borel set with µ(E) > 0. Assume that

0 < θα
∗ (µ, x) = θα∗(µ, x) <∞ for µ–a.e. x ∈ E. (3.1)

Then α is an integer.

This theorem was first proved in [17]. Actually, in [17], the author proved a much
stronger result, which provides important information on the measures µ satisfying (3.1) for
α integer. This second part of Marstrand’s result is stated in Remark 3.10 and will be proved
in Chapter 6 (cp. with Theorem 6.8).

Our presentation is very close to that of chapter 14 of [21], particularly in that we will
use tangent measures.

Blow up. The first idea of the proof is that if for some α there exists a nontrivial µ
which satisfies (3.1), then, via a “blow–up” procedure, we can produce a second (nontrivial)
measure ν which satisfies a much stronger condition than (3.1). In particular, ν will be an
α–uniform measure in the following sense:

Definition 3.2 (α–uniform measures). We say that a measure µ is α–uniform if

µ(Br(x)) = ωαr
α for every x ∈ supp (µ) and every r > 0.

We denote by Uα(Rn) the set of α–uniform measures ν such that 0 ∈ supp (ν).

This particular choice of the constant ωα will be convenient later since it ensures H k V ∈
Uk(Rn) for every k–dimensional linear plane V ⊂ Rn. We warn the reader that there exist
k–uniform measures which are not of the form H k V : An example of such a measure is
given in Section 1 of Chapter 6. This striking fact will play a crucial role in the last part of
these notes (see the introduction to Chapter 6).

The “blow–up” procedure is better described after introducing the notion of tangent
measure. Not only will this notion simplify the discussion of this chapter, but it will also be
extremely useful in later chapters.

Definition 3.3 (Tangent measures). Let µ be a measure, x ∈ Rn, and r be a positive
real number. Then the measure µx,r is defined by

µx,r(A) = µ(x+ rA) for all Borel sets A ⊂ Rn.

For any nonnegative real number α, we denote by Tanα(µ, x) the set of all measures ν for
which there exists a sequence ri ↓ 0 such that

µx,ri

rα
i

∗
⇀ ν in the sense of measures.

17
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Tanα(µ, x) is a subset of Tan(µ, x), the set of tangent measures to µ at x, first introduced
by Preiss in [25]. In his definition, Preiss considers all measures ν which are weak limits of
ciµx,ri

for some choice of a vanishing sequence {ri} and of a positive sequence {ci}. However,
in all cases considered in these notes, Tanα(µ, x) contains all the information about Tan(µ, x).

Using the language of tangent measures, the first ingredient of the proof of Theorem 3.1
is given by the following proposition, which roughly says that at almost every point x, at
sufficiently small scale, µ is close to a nontrivial α–uniform measure. Nowadays, arguments
like that of Proposition 3.4 are considered to be quite standard in Geometric Measure Theory.

Proposition 3.4. Let µ be as in Theorem 3.1, then for µ–a.e. x ∈ E we have

∅ 6= Tanα(µ, x) ⊂
{

θα(µ, x)ν : ν ∈ Uα(Rn)
}

.

α–Uniform measures. The second step in the proof of Theorem 3.1 is to show that the
following proposition is valid.

Proposition 3.5. If Uα(Rn) 6= ∅, then α is a nonnegative integer less than or equal to
n.

The proof of this Proposition is the core of this chapter. Here we briefly describe the
scheme of Marstrand’s approach.

Sketch of the proof of Proposition 3.5.

(a) The Besicovitch Differentiation Theorem gives Uα(Rk) = ∅ for every α > k (see
Remark 3.14).

(b) We will show that, if α < k, then

Uα(Rk) 6= ∅ =⇒ Uα(Rk−1) 6= ∅ . (3.2)

(c) Arguing by contradiction, assume that Uα(Rn) 6= ∅ for some α ∈ R+ \ N. Let
k := [α] < α < n and iterate n − [α] times (3.2). We conclude that Uα(Rk) 6= ∅,
which contradicts (a).

�

Clearly, the key point of this scheme is (b). Its proof relies again on a “blow–up” proce-
dure, which we split into the following lemmas. The first is a trivial remark:

Lemma 3.6. Let α ≥ 0, µ ∈ Uα(Rk), and x ∈ supp (µ). Then ∅ 6= Tanα(µ, x) ⊂ Uα(Rk).

The second is an elementary geometric observation (see Section 2 and Figure 1).

Lemma 3.7. Let 0 ≤ α < k and µ ∈ Uα(Rk). Then there exists y ∈ supp (µ) and a
system of coordinates x1, . . . , xk on Rk such that

supp (ν) ⊂ {x1 ≥ 0} for every ν ∈ Tanα(µ, y). (3.3)

The last is the core of Marstrand’s proof:

Lemma 3.8. Let 0 ≤ α < k and ν ∈ Uα(Rk). If supp (ν) ⊂ {x1 ≥ 0}, then

supp (ν̃) ⊂ {x1 = 0} for every ν̃ ∈ Tanα(ν, 0). (3.4)

From these three Lemmas we easily conclude that (b) holds using the following procedure:
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• We fix µ ∈ Uα(Rn) and we apply Lemma 3.7 in order to find a y ∈ supp (µ) that
satisfies (3.3).

• Consider ν ∈ Tanα(µ, x). Then by Lemma 3.6 we have ν ∈ Uα(Rn) and from (3.3)
we obtain supp (ν) ⊂ {x1 ≥ 0}.

• Finally consider ν̃ ∈ Tanα(ν, 0). Such a measure belongs to Uα(Rn) (again by
Lemma 3.6) and its support is contained in the hyperplane {x1 = 0}.

Therefore, ν̃ can be seen naturally as an element of Uα(Rn−1).

m–Uniform measures. Note that none of the lemmas above needs the assumption α ∈
R \N, which indeed plays a role only in the final argument by contradiction contained in (c).
Moreover, the Besicovitch Differentiation Theorem gives Uk(Rk) = {L k}. Therefore, from
the procedure outlined above and a standard diagonal argument we obtain the following:

Corollary 3.9. Let m be an integer and µ ∈ Um(Rn). Then there exists an m–
dimensional linear plane V ⊂ R

n and two sequences {xi} and {ri} such that

µxi,ri

rm
i

∗
⇀ H

m V in the sense of measures.

Remark 3.10. Actually, in [17] Marstrand proved a much stronger result, which, in the
language of tangent measures, says that:

• If α is an integer and µ satisfies the assumptions of Theorem 3.1, then the following
holds for µ–a.e. x:

There exists an α–dimensional plane V such that θα(µ, x)H α V ∈ Tanα(µ, x). (3.5)

This statement is proved in Chapter 6 (cp. with Theorem 6.8) and it is the starting point of
Preiss’ Theorem (see the introduction to Chapter 6).

The Kirchheim–Preiss Regularity Theorem. Both Proposition 3.4 and Corollary 3.9
can be proved in a more direct way by using the following remarkable Theorem of Kirchheim
and Preiss; see [10].

Theorem 3.11. Let µ be a measure of Rn such that

µ(Br(x)) = µ(Br(y)) for every x, y ∈ supp (µ) and every r > 0. (3.6)

Then the support of µ is a real analytic variety, i.e. there exists an analytic function H :
Rn → R such that supp (µ) = {H = 0}.

In Appendix A we include a proof of Theorem 3.11, taken from [10]. Recall that, if we
exlude Z = Rn (which corresponds to the trivial case H ≡ 0), any analytic variety Z ⊂ Rn

has a natural stratification

Z =
n−1
⋃

i=0

Zi , (3.7)

where each Zi is an i–dimensional (possibly empty) analytic submanifold of R
n. If µ satisfies

(3.6) and Z is the analytic variety given by Theorem 3.11, then let k be largest i for which
Zi in (3.7) is not empty. Then Z is a rectifiable k–dimensional set and it is not difficult to
show that µ = cH k Z for some constant c.
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Plan of the chapter. Before going into the details of the various proofs, we briefly outline
the plan of this chapter. In the first section we prove Proposition 3.4 and Lemma 3.6. The
second section contains Lemma 3.7 and some basic remarks. Lemma 3.8 and Corollary 3.9
are proved, respectively, in the third and fourth section.

1. Tangent measures and Proposition 3.4

Tangent measures can be viewed as a suitable generalization of the concept of tangent
planes to a C1 submanifold of Rn. Indeed, let Γ be a k–dimensional C1 submanifold of Rn,
set µ := H

k Γ and consider x ∈ Γ. Then it is not difficult to verify that the measures
r−kµx,r are given by

r−kµx,r = H
k

(

Γ − x

r

)

.

Here Γr := (Γ − x)/r is the set
{

y : ry + x ∈ Γ
}

.

Therefore, since the set Γ is C1, as r ↓ 0 the sets Γr look almost like the tangent plane Tx to
Γ at x (see Figure 1). In the next chapter, using the area formula (which relates the abstract
definition of Hausdorff measure with the usual differential geometric formula for the volume
of a smooth submanifold) we will prove that

H
k Γr

∗
⇀ H

k Tx

(cp. with Theorem 4.8 and its proof). This implies that Tank(µ, x) = {H k Tx}, as one
would naturally expect.

x 0

x + Tx TxΓr
Γ

r 1

Figure 1. From Γ to Γr := {y : y + rx ∈ Γ}

If f is a continuous function and µ a measure, it follows directly from the definition that
Tank(fµ, x) = f(x)Tank(µ, x). By this we mean that ν belongs to Tank(fµ, x) if and only
if ν = f(x)ζ for some ζ ∈ Tank(µ, x). By Proposition 2.2, we can generalize this fact in the
following useful proposition:

Proposition 3.12 (Locality of Tanα(µ, x)). Let µ be a measure on Rn and f ∈ L1(µ) a
Borel nonnegative function. Then

Tanα(fµ, x) = f(x)Tanα(µ, x) for µ–a.e. x. (3.8)

Remark 3.13. As a corollary of Proposition 3.12 we obtain that, for every Borel set B,

Tanα(µ B, x) = Tanα(µ, x) for µ–a.e. x ∈ B. (3.9)
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Proof of Proposition 3.12. We claim that the equality (3.8) holds for every point
x in the set

B1 :=

{

x ∈ R
n : lim

r↓0

1

µ(Br(x))

∫

Br(x)

|f(y) − f(x)| dµ(y) = 0

}

, (3.10)

and we recall that µ(Rn \B1) = 0 (see Proposition 2.2).
To prove the claim, fix x ∈ B1 and ν ∈ Tanα(µ, x). Consider ri ↓ 0 such that

νi :=
µx,ri

rα
i

∗
⇀ ν . (3.11)

If we define

ν ′i :=
(fµ)x,ri

rα
i

,

then for every ball Bρ we have

|f(x)νi − ν ′i|(Bρ) ≤ 1

rα
i

∫

Bρri

|f(y) − f(x)| dµ(x)

=

[

µ(Bρri
(x))

rα
i

]

1

µ(Bρri
(x))

∫

Bρri

|f(y)− f(x)| dµ(x). (3.12)

Note that the quantity
1

µ(Bρri
(x))

∫

Bρri

|f(y)− f(x)| dµ(x)

vanishes because x ∈ B1, whereas the ratio

µ(Bρri
(x))

rα
i

is bounded because of (3.11). Therefore, we conclude |f(x)νi − ν ′i|(Bρ) → 0 for every ρ > 0,

and hence ν ′i
∗
⇀ f(x)ν. This implies Tanα(fµ, x) ⊂ f(x)Tanα(µ, x). The opposite inclusion

follows from a similar argument. �

We are now ready to attack Proposition 3.4, which we prove using a common “countable
decomposition” argument.

Proof of Proposition 3.4.
Step 1 For every positive i, j, k ∈ N, consider the sets

Ei,j,k :=

{

x :
(j − 1)ωα

i
≤ µ(Br(x))

rα
≤ (j + 1)ωα

i
for all r ≤ 1

k

}

.

Clearly, for every i we have

E ⊂
⋃

j,k

Ei,j,k . (3.13)

We claim that for µ–a.e. x ∈ Ei,j,k the following holds:

• For every ν ∈ Tanα(µ Ei,j,k, x) we have the estimate

∣

∣ν(Br(y)) − θα(µ, x)ωαr
α
∣

∣ ≤ 2ωα

i
for every y ∈ supp (ν) and r > 0. (3.14)
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We will prove the claim in the next step. Note that combining this claim with Remark
3.13 we can conclude that

• If we fix i, then for every j and k and for µ–a.e. x ∈ Ei,j,k, the bound of (3.14)
holds for every ν ∈ Tanα(µ, x).

From (3.13) we conclude that for µ–a.e. x ∈ E, the bound (3.14) holds for every ν ∈
Tanα(µ, x). Since i varies in the set of positive integers, which is countable, we conclude
that for µ–a.e. x ∈ E, the bound (3.14) holds for every ν ∈ Tanα(µ, x) and for every i.
Therefore, we conclude that, for any such x and any such ν,

ν(Br(y)) = θα(µ, x)ωαr
α for every y ∈ supp (ν) and r > 0.

This means that ν/θα(µ, x) is an α–uniform measure. To conclude that ν/θα(µ, x) ∈ Uα(Rn),
it suffices to show that 0 ∈ supp (ν). This is trivial. Let us argue by contradiction and assume
ν(Bρ(x)) = 0. Fix a sequence ri ↓ 0 such that

r−α
i µx,ri

∗
⇀ ν .

Then we would conclude

lim sup
i→∞

µ(Bρri
(x))

(ρri)α
= ρ−α lim

i→∞
r−α
i µx,ri

(Bρ) = ρ−αν(Bρ) = 0

which contradicts θα
∗ (µ, x) > 0.

Step 2 We are left with the task of proving (3.14) for µ–a.e. x ∈ Ei,j,k. To simplify the
notation we set

F := Ei,j,k F1 :=

{

x ∈ F : lim
r↓0

µ(Br(x) \ F )

rα
= 0

}

.

By Proposition 2.2 we have µ(F \ F1) = 0 and therefore it suffices to prove (3.14) when
x ∈ F1. Therefore, we fix x ∈ F1, ν ∈ Tanα(µ F, x), and ri ↓ 0 such that

νi :=
(µ F )x,ri

rα
i

∗
⇀ ν .

Note that for every y ∈ supp (ν), there exists {xi} ⊂ F such that

yi :=
xi − x

ri
→ y .

Indeed, if this were not the case, then we would have µx,ri(k)
(Bρ(y)) = 0 for some ρ > 0

and some subsequence {ri(k)}, which would imply ν(Bρ(y)) = 0. We claim that there exists
S ⊂ R at most countable such that

lim
i↑∞

νi(Bρ(yi)) = ν(Bρ(y)) for every ρ ∈ R+ \ S. (3.15)

Indeed, if we define ζ i := νi
yi−y,1, we obtain that ζi

∗
⇀ ν and (3.15) translates into

lim
i↑∞

ζ i(Bρ(y)) = ν(Bρ(y)) .

Hence, the existence of the countable set S follows from Proposition 2.7.
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Let us compute

lim
i→∞

νi(Bρ(yi)) = lim
i→∞

µ(Bρri
(xi) ∩ F )

rα
i

= lim
i→∞

µ(Bρri
(xi))

rα
i

.

From this and from the definition of F , we conclude that (3.14) holds for every ρ ∈ R
+ \ S.

Since S is countable, for every ρ ∈ S there exists {ρj} ⊂ R+ \ S with ρj ↑ ρ. Hence,
ν(Bρ(y)) = limj ν(Bρj

(y)) and from this we conclude that (3.14) is valid for every r ∈ R+.

Step 3 So far we have proved that

Tanα(µ, x) ⊂ θα(µ, x)Uα(Rn) for µ–a.e. x ∈ R
n.

It remains to show that for µ–a.e. x ∈ Rn the set Tanα(µ, x) is not empty. Let us fix any x
such that θα∗(µ, x) <∞. Then, for every ρ > 0, the set of numbers

r−αµ(Bρr(x)) = r−αµx,r(Bρ) r ≤ 1

is uniformly bounded. Therefore, the family of measures {r−αµx,r}r≤1 is locally uniformly
bounded. From the compactness of the weak∗ topology of measures, it follows that there

exists a sequence rj ↓ 0 and a measure µ∞ such that µx,rj

∗
⇀ µ∞. Hence, µ∞ ∈ Tanα(µ, x).

�

Proof of Lemma 3.6. In this case, the argument given in Step 3 of the proof of Propo-
sition 3.4 shows that Tanα(µ, x) 6= ∅ for every x ∈ supp (µ).

Now fix any x ∈ supp (µ) and any ν ∈ Tanα(µ, x), and let ri ↓ 0 be such that

r−α
i µx,ri

∗
⇀ ν .

Given any y ∈ supp (ν), we argue as in Step 2 of the proof of Proposition 3.4 in order to
conclude that

• There exists a sequence {xi} ⊂ supp (µ) such that

yi :=
xi − x

ri

→ y;

• There exists a countable set S ⊂ R
+ such that

lim
i↑∞

r−α
i µx,ri

(Bρ(yi)) = ν(Bρ(y)) for every ρ ∈ R+ \ S.

Thus, for every ρ ∈ R+ \ S we have

ν(Bρ(y)) = lim
ri↓0

µ(Bρri
(xi))

rα
i

= ωαρ
α .

For every ρ ∈ R+ there exists a sequence {ρj} ⊂ R+ \ S such that ρj ↑ ρ. Therefore, we
conclude that ν(Bρ(y)) = ωαρ

α for every ρ > 0. The arbitrariness of y ∈ supp (ν) implies
ν ∈ Uα(Rn). �
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2. Lemma 3.7 and some easy remarks

Remark 3.14. Assume that µ ∈ Uα(Rn). If α ≥ n, from the Besicovitch Differentiation
Theorem we conclude that µ = fL n, where

f(x) = lim
r↓0

µ(Br(x))

ωnrn
for L

n–a.e. x.

If α > n, we conclude that f = 0. If α = n we obtain that f = 1E, where E = supp (µ).
Since µ ∈ Un(Rn), we conclude that L n(Br(0)∩E) = ωnr

n = L n(Br(0)). Since E is closed,
we obtain Br(0) ⊂ E and the arbitrariness of r implies E = Rn.

Combining this argument with Proposition 2.13, we conclude that: If µ ∈ Um(Rn) and
supp (µ) is contained in an m–dimensional linear plane V , then µ = H m V .

Proof of Lemma 3.7. Set E := supp (µ) and note that, since α < n, B1(0) 6⊂ E.
Indeed, we can use the Besicovitch–Vitali Covering Theorem to cover L n–almost all B1(0)
with a collection of pairwise disjoint balls {Brj

(xj)} contained in B1(0) and with radii strictly
less than 1. If we had B1(0) ⊂ E then we could estimate

µ(B1(0)) ≥
∑

j

µ(Brj
(xj)) = ωα

∑

j

rα
j > ωα

∑

j

rn
j =

ωα

ωn

∑

j

L
n(Brj

(xj))

=
ωα

ωn
L

n(B1(0)) = ωα ,

which contradicts µ(B1(0)) = ωα

Fix y 6∈ E. Since E is a nonempty closed set, there exists z ∈ E such that dist (y, E) =
|y − z| =: a. Without loss of generality, we take z to be the origin and we fix a system of
coordinates x1, . . . , xn such that y = (−a, 0, . . . , 0). Clearly, E is contained in the closed set

Ẽ := R
n \Ba(y) =

{

x : (a + x1)
2 + x2

2 + . . .+ x2
n ≥ a2

}

.

Fix ν ∈ Tanα(µ, 0) and a sequence ri ↓ 0 such that

νi :=
µ0,ri

rα
i

∗
⇀ ν .

The support of νi is given by

Ei := E/ri ⊂ Ẽi :=
{

(a + rix1)
2 + r2

i (x
2
2 + . . .+ x2

n) ≥ a2
}

.

Note that, for any x ∈ {x1 < 0}, there exists N > 0 such that x 6∈ Ẽi for i ≥ N ; cf. Figure
2. This implies that supp (ν) ⊂ {x1 ≥ 0} and concludes the proof. �

3. Proof of Lemma 3.8

Remark 3.15. Let µ ∈ Uα(Rn) and f : R+ → R be a simple function, that is f(t) =
∑N

i=1 ai1[0,ri[ for some choice of N ∈ N, ri > 0 and ai ∈ R. Then, for any y ∈ supp (µ) we
have

∫

f(|z|) dµ(z) =
N
∑

i=1

aiµ(Bri
(0)) =

N
∑

i=1

aiµ(Bri
(y)) =

∫

f(|z − y|) dµ(z) .
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Figure 2. The sets Ẽi converge to the closed upper half–space.

By a simple approximation argument we conclude that

∫

ϕ(z) dµ(z) =

∫

ϕ(z − y) dµ(z) for any radial ϕ ∈ L1(µ) and ∀y ∈ supp (µ). (3.16)

Proof. Let us define the quantity

b(r) :=
ωα

ν(Br(0))

∫

Br(0)

z dν(z) = r−α

∫

Br(0)

z dν(z) , (3.17)

(in other words, b(r) is given by ωα times the barycenter of the measure ν Br(0)). We let
(b1(r), . . . , bn(r)) be the components of the vector b(r).

Since supp (ν) ⊂ {x1 ≥ 0}, we have b1(r) ≥ 0. Moreover, b1(r) = 0 would imply that
supp (ν) ⊂ {x1 = 0} and the claim of the lemma would follow trivially. The idea is to study
the limiting behavior of b(r) as r ↓ 0. More precisely, given ν̃ ∈ Tanα(ν, 0), we define

c(r) := r−α

∫

Br(0)

z dν̃(z) . (3.18)

Our goal is to show that c(r) = 0 for every r. Since supp (ν̃) ⊂ {x1 ≥ 0}, this would imply
supp (ν̃) ⊂ {x1 = 0} and conclude the proof of the lemma.

Step 1 In this step we prove the following claim:

|〈b(r), y〉| ≤ C(α)|y|2 for every y ∈ supp (ν) ∩ B2r(y). (3.19)

Using the identity

2〈x, y〉 = |y|2 +
(

r2 − |x− y|2
)

−
(

r2 − |x|2
)

,
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we can compute

2
∣

∣〈b(r), y〉
∣

∣ = r−α

∣

∣

∣

∣

∫

Br(0)

2〈x, y〉 dν(x)
∣

∣

∣

∣

= r−α

∣

∣

∣

∣

|y|2ν(Br(0)) +

∫

Br(0)

(

r2 − |x− y|2
)

dν(x) −
∫

Br(0)

(

r2 − |x|2
)

dν(x)

∣

∣

∣

∣

. (3.20)

For y ∈ supp (ν), Remark 3.15 gives
∫

Br(0)

(

r2 − |x− y|2
)

dν(x) −
∫

Br(0)

(

r2 − |x|2
)

dν(x)

=

∫

Br(0)

(

r2 − |x− y|2
)

dν(x) −
∫

Br(y)

(

r2 − |x− y|2
)

dν(x)

=

∫

Br(0)\Br(y)

(

r2 − |x− y|2
)

dν(x) −
∫

Br(y)\Br(0)

(

r2 − |x− y|2
)

dν(x) . (3.21)

Combining (3.20) and (3.21) we obtain

2|〈b(r), y〉| ≤ ωα|y|2 + r−α

∫

Br(0)\Br(y)

∣

∣r2 − |x− y|2
∣

∣ dν(x)

+r−α

∫

Br(y)\Br(0)

∣

∣r2 − |x− y|2
∣

∣ dν(x) . (3.22)

For x ∈ Br(0) \Br(y), we have

0 ≤ |x− y|2 − r2 ≤ |x− y|2 − |x|2 =
(

|x− y| + |x|
)(

|x− y| − |x|
)

≤ 3r|y| ,
whereas for x ∈ Br(y) \Br(0) we have

0 ≤ r2 − |x− y|2 ≤ |x|2 − |x− y|2 =
(

|x− y| + |x|
)(

|x| − |x− y|
)

≤ 3r|y| .
Hence, (3.22) gives

2|〈b(r), y〉| ≤ ωα|y|2 +
3r|y|
rα

[

ν
(

Br(y) \Br(0)
)

+ ν
(

Br(0) \Br(y)
)

]

= ωα|y|2 +
3r|y|
rα

ν
[

(

Br(y) \Br(0)
)

∪
(

Br(0) \Br(y)
)

]

. (3.23)

Clearly, if |y| ≤ r, then
(

Br(y) \Br(0)
)

∪
(

Br(0) \Br(y)
)

⊂ Br+|y|(0) \Br−|y|(y) .

Hence

2|〈b(r), y〉| ≤ ωα|y|2 +
3|y|
rα−1

[

ν
(

Br+|y|(0)
)

− ν
(

Br−|y|(y)
)

]

(3.24)

= ωα|y|2 +
3|y|ωα

rα−1

[

(r + |y|)α − (r − |y|)α
]

≤ C(α)|y|2 . (3.25)

This gives (3.19) for |y| ≤ r. For r ≤ |y| ≤ 2r we use

Br(y) \Br(0) ∪Br(0) \Br(y) ⊂ Br+|y|(0)

and a similar computation.
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Step 2 To reach the desired conclusion, fix ν̃ ∈ Tanα(ν, 0) and a sequence ri ↓ 0 such
that

νi :=
ν0,ri

rα
i

∗
⇀ ν̃ .

Moreover, let b(r) and c(r) be the quantities defined in (3.17) and (3.18). By Proposition
2.7, there is a set S ⊂ R which is at most countable and such that

c(ρ) = lim
ri↓0

b(ρri) for ρ ∈ R+ \ S.

Let ρ ∈ R+ \ S and z ∈ supp (ν̃) ∩Bρ(0). Then there exists a sequence {zi} converging to z
such that yi := rizi ∈ supp (ν). Using (3.19), we obtain

|〈c(ρ), z〉| = lim
ri↓0

|〈b(ρri), yi〉|
ri

≤ C(α) lim
ri↓0

|yi|2
ri

= 0 .

This means that 〈c(ρ), z〉 = 0 for every z ∈ supp (ν̃) ∩ Bρ(0). Therefore

0 = ρ−α

∫

Bρ(0)

〈c(ρ), z〉 dν̃(z) = |c(ρ)|2 .

This holds for every ρ ∈ R+ \ S. Since for ρ ∈ S there exists {ρi} ⊂ R+ \ S with ρi ↑ ρ, we
conclude

c(ρ) = lim
i→∞

c(ρi) = 0 ,

and hence c(ρ) = 0 for every ρ > 0, which completes the proof. �

4. Proof of Corollary 3.9

Proof. For every measure µ, we denote by Tα(µ) the weak∗ closure of the set
{µx,r

rα
: x ∈ R

n, r ∈ R
+
}

.

Note that for every x we have Tanα(µ, x) ⊂ Tα(µ). Let m and µ be as in the statement
of the lemma and set k := n −m. We apply Lemmas 3.6, 3.7, and 3.8 to find a family of
measures {µi}i∈{0,1,...,2k} ⊂ Um(Rn) such that

• µ0 = µ and µi+1 ∈ Tα(µi);
• supp (µ2k) ⊂ V for some m–dimensional linear plane V ⊂ Rn.

From Remark 3.14 it follows that µ2k = H m V , and hence the corollary follows if we can
prove µ2k ∈ Tα(µ0). To show this, it suffices to apply the following claim 2k times:

ξ ∈ Tα(ν) =⇒ Tα(ξ) ⊂ Tα(ν) . (3.26)

By the weak∗ closure of Tα(ν), this claim is equivalent to

ξ ∈ Tα(ν) =⇒ ξx,ρ

ρα
∈ Tα(ν) . (3.27)

Fix ξ as in (3.27). Then there are sequences {xi} and {ri} such that

νi :=
νxi,ri

rα
i

∗
⇀ ξ .
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Clearly νi
x,ρ

∗
⇀ ξx,ρ. Hence, if we define zi := xi + rix and ρi := ρri, we conclude that

νzi,ρi

ρα
i

=
νi

x,ρ

ρα

∗
⇀

ξx,ρ

ρα
.

This proves the desired claim (3.27) and completes the proof. �



CHAPTER 4

Rectifiability

This chapter deals with rectifiable sets and rectifiable measures.

Definition 4.1 (Rectifiability). A k–dimensional Borel set E ⊂ Rn is called rectifiable
if there exists a countable family {Γi}i of k–dimensional Lipschitz graphs such that H k

(

E \
⋃

Γi

)

= 0.
A measure µ is called a k–dimensional rectifiable measure if there exist a k–dimensional

rectifiable set E and a Borel function f such that µ = fH k E.

By the Whitney Extension Theorem, we could replace Lipschitz with C1 in the previous
definition. However we will never use this fact in these notes. The final goal of this chapter
is to give a first characterization of rectifiable measures in terms of their tangent measures;
see Theorem 4.8.

The Area Formula. When E is rectifiable we have an important tool which relates the ab-
stract definition of H

k(E) to the differential geometric formula commonly used to compute
the k–volume of a C1 manifold. This tool is the area formula.

Definition 4.2 (Jacobian determinant). Let A ∈ Rm×k be a matrix and L(x) = A · x
the linear map L : Rk → Rm naturally associated to it. We define JL := (det (At · A))1/2.

Let G be a Borel set and f : G→ Rm a Lipschitz map. We denote by dfx the differential
of f at the point x which, thanks to Rademacher’s Theorem, exists at L k–a.e. x ∈ G. We
denote by Jf the Borel function Jf(x) := Jdfx.

Proposition 4.3 (Area Formula). Let E ⊂ Rk be a Borel set and f : E → Rn a Lipschitz
map. Then

∫

f(E)

H
0
(

f−1({z})
)

dH k(z) =

∫

E

Jf(x) dL k(x) . (4.1)

Recall that H 0(F ) gives the number of elements of F . When Γ is a Borel subset of a
k–dimensional Lipschitz graph, there exists a Lipschitz function f : Rk → Rn−k and a Borel
set E such that Γ = {(x, f(x)) : x ∈ E}. Therefore, we can apply the previous proposition
to the Lipschitz map

F : R
k ∋ x → (x, f(x)) ∈ R

n ,

in order to obtain

H
k(Γ) =

∫

E

JF (x) dL k(x) .

If we fix a point x where f is differentiable and df is Lebesgue continuous, then:

• JF (y) will be close to Jdfx for most points y close to x;
• Close to x, Γ will look very much like the plane tangent to Γ at x.

Therefore, it is not surprising that the following corollary holds.

29
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Corollary 4.4. Let µ be a k–dimensional rectifiable measure. Then for µ–a.e. y there
exist a positive constant cy and a k–dimensional linear plane Vy such that

Tank(µ, y) =
{

cyH
k Vy

}

.

The Rectifiability Criterion. We now come an important question: How does one prove
that a set is rectifiable? The most common tool used for this purpose is the criterion given
by Proposition 4.6. Before stating it, we introduce some notation.

Definition 4.5 (k–cones). Let V be a k–dimensional linear plane of Rn. Then we denote
by V ⊥ the orthogonal complement of V . Moreover, we denote by PV and QV respectively the
orthogonal projection on V and V ⊥. For α ∈ R+, we denote by C(V, α) the set

{

x ∈ R
n : |QV (x)| ≤ α|PV (x)|

}

.

For every x ∈ R
n, we denote by C(x, V, α) the set x + C(V, α). Any such C(x, V, α) will be

called a k–cone centered at x.
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Figure 1. The cone C(x, V, α).

Proposition 4.6 (Rectifiability Criterion). Let E ⊂ Rn be a Borel set such that 0 <
H k(E) <∞. Assume the following two conditions hold for H k–a.e. x ∈ E:

• θk
∗(E, x) > 0;

• There exists a k–cone C(x, V, α) such that

lim
r↓0

H k
(

E ∩Br(x) \ C(x, V, α)
)

rk
= 0 . (4.2)

Then E is rectifiable.

The main idea behind Proposition 4.6 is that the conditions above are some sort of
approximate version of (4.3) below. Indeed, the proof of Proposition 4.6 uses the following
elementary geometric observation, which will also be useful later:
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Lemma 4.7 (Geometric Lemma). Let F ⊂ Rn. Assume that there exists a k–dimensional
linear plane V and a real number α such that

F ⊂ C(x, V, α) for every x ∈ F . (4.3)

Then there exists a Lipschitz map f : V → V ⊥ such that F ⊂ {(x, f(x)) : x ∈ V }.
The proof of Proposition 4.6 shows that one can decompose H k–almost all E into a

countable union of sets Fi satisfying the assumption of the lemma. In this decomposition
the condition θk

∗(x,E) > 0 will play a crucial role.

First characterization of rectifiable measures. A corollary of Proposition 4.6 is the
converse of Corollary 4.4. Therefore, rectifiable measures can be characterized in terms of
their tangent measures in the following way:

Theorem 4.8. A measure µ is a k–dimensional rectifiable measure if and only if for
µ–a.e. x there exists a positive constant cx and a k–dimensional linear plane Vx such that

Tank(µ, x) =
{

cxH
k Vx

}

. (4.4)

Plan of the chapter. The plan of the chapter is the following: In the first two sections
we prove the Area Formula and Corollary 4.4; in the third section we prove the Geometric
Lemma and the Rectifiability Criterion; in the fourth section we prove Theorem 4.8.

1. The Area Formula I: Preliminary lemmas

First of all, we check that the Area Formula holds when the map f is affine. Indeed, in
this case, f(E) is contained in a k–dimensional affine plane. Thus, after a suitable change
of coordinates, the Area Formula becomes the usual formula for changing variables in the
Lebesgue integral.

Lemma 4.9. Let f in Proposition 4.3 be affine. Then (4.1) holds.

Proof. Since f is affine, there exists a matrix A ∈ Rn×k and a constant c ∈ Rn such
that f(x) = c+A · x. Without loss of generality we assume that c = 0. Moreover, note that
Jf = (det (At · A))1/2.

Clearly f(E) is a subset of some k–dimensional linear plane V and we can find an
orthonormal system of coordinates y1, . . . , yk, yk+1, . . . , yn such that

V =
{

yk+1 = yk+2 = . . . = yn = 0
}

.

Writing f in this new system of coordinates is equivalent to finding an orthogonal matrix
O ∈ R

n×k such that
f(x) = B · x = O ·A · x .

Clearly (det (Bt · B))1/2 = (det (At · A))1/2. We denote by fj(x) the j–th component of the

vector f(x) in the system of coordinates y1, . . . , yn and we define f̃ : Rk → Rk as

f̃(x) =
(

f1(x), . . . , fk(x)
)

.

Moreover, we define ι : R
k → R

n by ι(z) = (z, 0, . . . 0). Then, according to Proposition 2.13
we have

H
k(F ) = L

k(ι−1(F )) for every Borel F ⊂ f(E).
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This implies
∫

f(E)

H
0
(

f−1(y)
)

dH k(y) =

∫

f̃(E)

H
0
(

f̃−1(y)
)

dL k(y) . (4.5)

Moreover, (det (At · A))1/2 = Jf̃(x), and since f̃ is a map between spaces of the same

dimension, it is easy to check that Jf̃ = |det df̃ |. Therefore, the usual formula for the
change of variables in the Lebesgue integral yields:

∫

f̃(E)

H
0
(

f̃−1(y)
)

dL k(y) =

∫

E

|det df̃x| dL k(x) =

∫

E

Jf(x) dL k(x) . (4.6)

Combining (4.5) and (4.6) we obtain (4.1). �

The next two lemmas deal with two other relevant cases of the Area Formula: The case
where L

k(E) = 0 and the case where Jf(x) = 0 for L
k–a.e. x.

Lemma 4.10. Let f be as in Proposition (4.3) and assume L k(E) = 0. Then (4.1) holds.

Proof. The proof follows trivially from Proposition 2.12(iv). �

Lemma 4.11. Let f be as in Proposition (4.3). If Jf(x) = 0 for L k–a.e. x ∈ E, then
(4.1) holds.

Proof. Clearly we have to show H k(f(E)) = 0. Let

F :=
{

x ∈ E : f is differentiable at x and J(dfx) = 0
}

.

Since L k(E \ F ) = 0, we conclude that H k(f(E \ F )) = 0. Therefore, it suffices to prove
H

k(f(F )) = 0.
Without loss of generality we may assume that F is contained in the ball BR = BR(0) ⊂

Rm. Moreover, recall that, since f is a Lipschitz map, there exists a constant M such that
|dfx| ≤ M for every x ∈ F . We will prove that

H
k

2ε(f(F )) ≤ cε for every ε > 0, (4.7)

where c is a constant which depends only on M , k, n, and R. Letting ε ↓ 0, we conclude
H k(f(F )) = 0.

First covering For every x ∈ F , denote by Ax : Rk → Rn the affine map given by
Ax(y) = f(x) + dfx(y − x). Since every x ∈ F is a point of differentiability, there exists a
positive rx ≤ 1 such that:

∣

∣f(y) − Ax(y)
∣

∣ ≤ ε|x− y| for all y ∈ Brx(x) . (4.8)

Therefore, for every ρ ≤ rx we have

f(Bρ(x)) ⊂ Iε(x, ρ) :=
{

z ∈ R
n : dist

(

z, Ax(Bρ(x))
)

≤ ερ
}

. (4.9)

From the 5r–covering Lemma, we can cover F with a countable family of balls {Bri
(xi)}

such that

• xi ∈ F and 5ri ≤ rxi
;

• The balls Bri/5(xi) are pairwise disjoint and contained in BR.
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Therefore, we conclude that

ri ≤ 1 and
∑

i

rk
i ≤ 5kRk , (4.10)

f(F ) ⊂
⋃

i

Iε(xi, ri) . (4.11)

Second covering Recall that J(dfxi
) = 0. Therefore, the rank of the linear map dfxi

is at most k − 1 and hence Axi
(Bri

(xi)) is contained in a (k − 1)–dimensional affine plane
Vi. Moreover, |dfxi

| ≤M . Therefore, Axi
(Bri

(xi)) is contained in a (k− 1)–dimensional disk
Di ⊂ Vi of radius Mri. Hence

Iε(xi, ri) ⊂
{

z ∈ R
n : dist (z,Di) ≤ εri

}

. (4.12)

Then, it is elementary to check that each Iε(xi, ri) can be covered by Cε−(k−1) n–dimensional
balls Bi,j of radius εri (where the constant C depends only on k, m, and M).

From (4.11) we obtain that {Bi,j} is a countable covering of F . Moreover, the diameter
of each Bi,j is precisely 2εri ≤ 2ε. Therefore,

H
k

2ε(f(F )) ≤ ωk

∑

i,j

(εri)
k ≤ ωk

∑

i

Cεrk
i

(4.10)

≤ ωkC5kRkε .

Since C depends only on k, n, and M , this is the desired inequality (3.26). �

2. The Area Formula II

The intuitive idea behind the proof of the Area Formula is that, after discarding the set
E0 ⊂ E where f is not differentiable or where the Jacobian determinant is 0, we can cover
E \ E0 with a countable number of Borel sets Ei ⊂ E such that on each Ei the map f is
very close to an injective affine map. We make this idea more precise in Lemma 4.12 below,
where we will use the following notation:

• If the map f : G→ H is injective, then f−1 denotes the inverse of f : G→ f(G).

Lemma 4.12. Let E ⊂ R
k be a Borel set and f : E → R

n a Lipschitz map. Fix any
t > 1. Then there exists a countable covering of E with Borel subsets {Ei}i≥0 such that:

(i) If x ∈ E0, then either f is not differentiable at x, or Jf(x) = 0.
(ii) For every i ≥ 1, the map f is injective on Ei.
(iii) For every i ≥ 1 there exists an injective linear map Li : Rk ⊃ Ei → Rn such that

the following estimates hold:

Lip
(

f |Ei
◦ L−1

i

)

≤ t Lip
(

Li ◦ (f |Ei
)−1) ≤ t , (4.13)

t−nJLi ≤ Jf(x) ≤ tnJLi ∀x ∈ Ei . (4.14)

Proof. We define E0 as the set of points x ∈ E where f is not differentiable or Jf(x) = 0
(i.e. dfx is not injective).

Next we fix:

• ε > 0 such that t−1 + ε < 1 < t− ε;
• C ⊂ E dense and countable;
• S dense and countable in the set of injective linear maps L : Rk → Rn.
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For every x ∈ C, L ∈ S, and i ≥ 1 we define:

E(x, L, i) =
{

y ∈ B1/i(x) : f is differentiable at y, dfy is injective, (4.15) and (4.16) hold
}

,

where (4.15) and (4.16) are:

Lip
(

dfy ◦ L−1
)

≤ t− ε Lip
(

L ◦ df−1
y

)

≤
(

t−1 + ε)−1 . (4.15)
∣

∣f(z) − f(y) − dfy(z − y)
∣

∣ ≤ ε|L(z − y)| ∀z ∈ B2/i(y) . (4.16)

Step 1 The sets E(x, L, i) enjoy the properties (ii) and (iii).

It is not difficult to conclude (4.14) from (4.15), using elementary linear algebra. More-
over, note that (4.15) and (4.16) imply

t−1|L(z − y)| ≤ |f(z) − f(y)| ≤ t|L(z − y)| (4.17)

for every y, z ∈ E(x, L, i). Therefore, f |Ei
is injective and (4.13) follows easily.

Step 2 The sets E(x, L, i) cover E \ E0.

Let y ∈ E \ E0. Then f is differentiable at y and dfy is injective. Therefore, from the
density of S in the set of injective linear maps A : Rk → Rn, it follows that there exists an
L for which the bounds (4.15) hold.

Since L is injective, there exists a c > 0 such that c|v| ≤ |L(v)| for every v ∈ Rk. From
the differentiability of f at y, it follows that for some i > 0 we have

∣

∣f(z) − f(y) − dfy(z − y)
∣

∣ ≤ εc|z − y| ≤ ε|L(z − y)| ∀z ∈ B2/i(y) .

From the density of C, there exists x ∈ C such that y ∈ B1/i(x). Therefore, y ∈ E(x, L, i).
This shows that the sets {E(x, L, i)} cover E \ E0 and concludes the proof. �

Proof of the Area Formula. Fix t > 1 and let {Ei} be the sets of Lemma 4.12.
Define inductively Ẽ0 := E0 and

Ẽi := Ei \
i−1
⋃

j=0

Ẽj .

Then {Ẽj} is a Borel partition of E. We claim that
∫

f(E)

H
0(f−1(y)) dH k(y) =

∑

i≥0

∫

f(Ẽi)

H
0
(

(f |Ẽi
)−1(y)

)

dH k(y) . (4.18)

We will prove this equality later. First we will show how to combine it with the lemmas
proved above in order to obtain (4.1).

From Lemmas 4.10 and 4.11 it follows that
∫

f(Ẽ0)

H
0
(

(f |Ẽ0
)−1(y)

)

dH k(y) =

∫

Ẽ0

Jf(x) dL k(x) . (4.19)

From Lemma 4.12(ii) it follows that
∫

f(Ẽi)

H
0
(

(f |Ẽi
)−1(y)

)

dH k(y) = H
k
(

f(Ẽi)
)

. (4.20)
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From (4.13) and Proposition 2.12(iv) we conclude

t−n
H

k
(

Li(Ẽi)) ≤ H
k
(

f(Ẽi)
)

≤ tnH
k
(

Li(Ẽi)
)

. (4.21)

From Lemma 4.9 we obtain

H
k
(

Li(Ẽi)) =

∫

Ẽi

JLi(x) dL
k(x) , (4.22)

and finally from (4.14) we have

t−n

∫

Ẽi

Jf(x) dL k(x) ≤
∫

Ẽi

JLi(x) dL
k(x) ≤ tn

∫

Ẽi

Jf(x) dL k(x) . (4.23)

From (4.20), (4.21), (4.22), and (4.23), we obtain

t−2n

∫

Ẽi

Jf(x) dL k(x) ≤
∫

f(Ẽi)

H
0
(

(f |Ẽi
)−1(y)

)

dH k(y) ≤ t2n

∫

Ẽi

Jf(x) dL k(x) .

(4.24)
Therefore, from (4.18), (4.19), and (4.24) we conclude

t−2n

∫

E

Jf(x) dL k(x) ≤
∫

f(E)

H
0(f−1(y)) dH k(y) ≤ t2n

∫

E

Jf(x) dL k(x) . (4.25)

Letting t ↓ 1 we obtain the desired formula.

To complete the proof we need to show that (4.18) is valid. First of all, note that for any
N ∈ N, the following inequality is trivial

∫

f(E)

H
0(f−1(y)) dH k(y) ≥

N
∑

i=0

∫

f(Ẽi)

H
0
(

(f |Ẽi
)−1(y)

)

dH k(y) . (4.26)

Letting N ↑ ∞ we conclude
∫

f(E)

H
0(f−1(y)) dH k(y) ≥

∑

i≥0

∫

f(Ẽi)

H
0
(

(f |Ẽi
)−1(y)

)

dH k(y) . (4.27)

Therefore, to prove (4.18) it suffices to show:
∫

f(E)

H
0(f−1(y)) dH k(y) ≤

∑

i≥0

∫

f(Ẽi)

H
0
(

(f |Ẽi
)−1(y)

)

dH k(y) . (4.28)

After possibly subdividing each Ẽi into a countable number of subsets, we can assume that
L k(Ẽi) <∞. Define FN :=

⋃N
i=0 Ẽi and note that

∑

i≥1

∫

f(Ẽi)

H
0
(

(f |Ẽi
)−1(y)

)

dH k(y) = lim
N↑∞

∫

f(FN )

H
0
(

f−1(y) ∩ FN

)

dH k(y) . (4.29)

For every N ≥ M we can write
∫

f(FN )

H
0
(

f−1(y) ∩ FN

)

dH k(y) ≥
∫

H
0
(

f−1(y) ∩ FN

)

d
[

H
k f(FM)

]

(y) . (4.30)

Since H k(FN ) <∞ and f is Lipschitz, from Proposition 2.12(iv) we obtain H k(f(FM)) <
∞. Therefore, the measure µM := H k f(FM) is finite. Moreover, the function

gN(y) := H
k
(

f−1(y) ∩ FN)
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converges pointwise on f(FM) to g(y) := H k(f−1(y)). Hence, letting N ↑ ∞ in (4.30), we
conclude

∑

i≥1

∫

f(Ẽi)

H
0
(

(f |Ẽi
)−1(y)

)

dH k(y) ≥
∫

H
0(f−1(y)) dµM(y) . (4.31)

Since FM ↑ E, from the σ–additivity of the Hausdorff measure we obtain (4.28). �

3. The Geometric Lemma and the Rectifiability Criterion

Proof of Lemma 4.7. The condition (4.3) implies that the map PV |F is injective. Let
x1, . . . , xk, y1, . . . , yn−k be a system of orthonormal coordinates such that

V =
{

(x, y) : y = 0
}

.

It follows that for every x ∈ G := PV (F ) there exists a unique y ∈ V ⊥ such that (x, y) ∈ G.
Hence, we can define a function g : G→ V ⊥ such that

F =
{

(x, g(x)) : x ∈ G
}

.

Note that if z1 = (x1, g(x1)) and z2 = (x2, g(x2), then

PV

(

z1 − z2
)

= x1 − x2 and QV

(

z1 − z2
)

= g(x1) − g(x2) .

Therefore, (4.3) can be translated into |g(z1) − g(z2)| ≤ α|z1 − z2| and we conclude that g
is Lipschitz. Proposition 2.17 shows that there exists a Lipschitz extension of g to V . This
concludes the proof. �

Proof of Proposition 4.6. We remark that all the sets defined in this proof are
Borel. Checking this is a standard exercise in measure theory.

First of all we define the sets

Fi,j :=

{

x ∈ E : H
k(E ∩Br(x)) ≥ rk

j
for all r < 1/i

}

, (4.32)

where i and j are positive integers. Since E ⊂ ⋃i,j Fi,j, it suffices to prove that each Fi,j is
rectifiable. From now on we restrict our attention to a fixed Fi,j and we drop the indices i, j
to simplify the notation.

Next we fix a finite collection of linear planes {V1, . . . , VN} such that for every linear
plane V we have

C(0, V, α) ⊂ C(0, Vm, 2α) for some Vm.

For any fixed ε > 0 we define the sets

Gε
l,m :=

{

x ∈ F : H
k
(

E ∩ Br(x) \ C(x, Vm, 2α)
)

≤ εrk for all r < 1/l
}

.

Clearly, we have F ⊂ ⋃

l,mG
ε
l,m. Therefore, it suffices to prove that for some ε > 0 each

Gε
l,m is rectifiable. We will be able to show this provided that ε is smaller than a geometric

constant c(α, j), where j is the parameter which appears in definition (4.32). Therefore, the
choice of ε is independent of l and m.

We set 2ρ := min{j−1, l−1} and we will prove that Gε
l,m ∩ Bρ(y) is a subset of a k–

dimensional Lipschitz graph for every y and whenever ε < c(α, j). Without loss of generality,
we carry out the proof for the case G := Gε

l,m ∩Bρ(0).

Let us briefly summarize the properties enjoyed by G:
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(a) G ⊂ Bρ(0);

(b) H k(E ∩ Br(x)) ≥ j−1rk for every x ∈ G and every r < 2ρ;

(c) H k(E ∩ Br(x) \ C(x, Vm, 2α)) ≤ εrk for every x ∈ G and r < 2ρ.

We claim that there exists a constant c(α, j) such that

if ε < c(α, j) then G ⊂ C(x, Vm, 4α) for every x ∈ G . (4.33)

In view of Lemma 4.7 this claim concludes the proof.
We now come to the proof of (4.33). First of all, note that for every α there exists a

constant c(α) < 1 such that for every cone C(z, V, 4α) we have:

if y 6∈ C(z, V, 4α), then Bc(α)|y−x|(y) ∩ C(z, V, 2α) = ∅ ; (4.34)

cf. Figure 2.

boundary of

z

z′

x
C(x, V, 2α)

boundary of
C(x, V, 4α)

Figure 2. The geometric constant c(α) of (4.34) is given by |z′ − z|/|z − x|,
where z is any point distinct from y which belongs to the boundary of
C(x, V, 4α).

Then (4.33) holds for

c(α, j) :=
[c(α)]k

2kj
.

Indeed, assume by contradiction that the conclusion of (4.33) is false. Then there exist
x, y ∈ G such that y 6∈ C(x, Vm, 4α). From (a) we know that r := |x− y| ≤ ρ. From (4.34)
we obtain

Bc(α)r(y) ⊂ R
n \ C(x, Vm, 2α) .

From (b) we conclude

H
k
(

B2r(x) ∩E \ C(x, Vm, 2α)
)

≥ H
k
(

Bc(α)r(y) ∩ E) ≥ (c(α)r)k

j
.
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Therefore, from (c) we obtain ε(2r)k ≥ j−1(c(α)r)k, which yields ε ≥ j−12−k[c(α)]k = c(α, j).
This contradicts the choice ε < c(α, j) and therefore concludes the proof. �

4. Proof of Theorem 4.8

Proof of Theorem 4.8. We assume, without loss of generality, that the measure µ is
finite.

From tangent measures to rectifiability.
Let x be a point where

Tank(µ, x) =
{

cxH
k Vx

}

,

where cx is a positive constant and Vx a k–dimensional linear plane. We first prove that

∞ > θk∗(µ, x) ≥ θk
∗(µ, x) > 0 . (4.35)

Let 0 ≤ ϕ ≤ 1 be a compactly supported continuous function such that ϕ = 1 on B1/2(0).
Then

lim
r↓0

1

rk

∫

ϕ(y) dµx,r(y) = cx

∫

Vx

ϕ(y) dH k(y) ∈ [cxωk2
−k, cxωk] .

Hence, we conclude

lim inf
r↓0

µ(Br(x))

ωkrk
≥ lim

r↓0

1

ωkrk

∫

ϕ(y) dµx,r(y) = cx2
−k ,

and

lim sup
r↓0

µ(Br(x))

ωkrk
≤ lim

r↓0

1

ωkrk

∫

ϕ(y) dµx,2r(y) ≤ cx2
k .

Therefore, (4.35) holds and we can apply Proposition 2.16 to conclude that µ = fH
k E

for some Borel function f and some Borel set E.
In order to show that µ is rectifiable, it suffices to prove that Ec := E ∩ {f > c} is

rectifiable. We fix c > 0 and consider ν := H k Ec. From Proposition 3.12 it follows that

Tank(ν, x) =
{

cxH
k Vx

}

for µ–a.e. x, (4.36)

where cx is a positive constant and Vx a k–dimensional plane. We wish to apply Proposition
4.6. Arguing as above, we clearly have

θk
∗(Ec, x) > 0 for H k–a.e. x ∈ Ec.

Moreover, H
k(Ec) ≤ c−1µ(Rn) <∞. Thus, it suffices to check the condition on cones (4.2)

and we will do it for all points x where (4.36) holds. Indeed, fix an α > 0 and note that

lim sup
r↓0

H k
(

Ec ∩Br(x) \ C(x, Vx, α)
)

rk
= lim sup

r↓0

νx,r

(

B1(0) \ C(0, Vx, α)
)

rk
. (4.37)

Note that the set A := B1(0) \ C(0, Vx, α) is open and bounded and cxH
k Vx(∂A) = 0.

Therefore, from Proposition 2.7 we conclude

lim sup
r↓0

νx,r

(

B1(0) \ C(0, Vx, α)
)

rk
= cxH

k
(

Vx ∩B1(0) \ C(0, Vx, α)
)

= 0 . (4.38)

Hence, (4.2) holds and we can apply Proposition 4.6 to conclude that Ec is rectifiable.
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From rectifiability to tangent measures.
From Proposition 3.12 it suffices to prove the claim when µ = H

k E, where E is a
subset of a Lipschitz graph. Thus, we assume

E =
{

(z, f(z)) : z ∈ G
}

,

where G ⊂ Rk is a Borel set and f : Rk → Rn−k is a Lipschitz map.
Let H ⊂ G be the set of points z where

• f is differentiable;
• df is Lebesgue continuous;
• G has density 1 (with respect to L k).

Denote by Vz the k–dimensional linear plane:

Vz :=
{

(y, dfz(y)) : y ∈ R
k
}

.

We claim that for every z0 ∈ H we have

Tank

(

µ, (z0, f(z0))
)

=
{

H
k Vz0

}

.

Clearly, since L k(G \H) = 0, this claim would conclude the proof of the proposition
We now come to the proof of the claim. Without loss of generality we can assume that

z0 = 0 and f(z0) = 0. To simplify the notation, we will write V in place of Vz0 and we denote
by F the Lipschitz map

F : R
k ∋ z → (z, f(z)) ∈ R

n .

Let us fix a test function ϕ ∈ Cc(R
m) and recall that

1

rk

∫

ϕ(x) dµ0,r(x) =
1

rk

∫

ϕ
(x

r

)

dµ(x) . (4.39)

We now use the Area Formula to write
∫

ϕ
(x

r

)

dµ(x) =

∫

G

ϕ

(

F (z)

r

)

JF (z) dL k(z) . (4.40)

Let C > 0 be such that ϕ ∈ Cc(BC(0)). Then we have
∫

G

ϕ

(

F (z)

r

)

JF (z) dL k(z) =

∫

G∩BCr/(LipF )(0)

ϕ

(

F (z)

r

)

JF (z) dL k(z) . (4.41)

Recall that

• 0 is a point of density 1 for G and therefore r−kL k(BCr(0) \G) vanishes;
• dF is Lebesgue continuous at 0, and therefore

lim
r↓0

r−k

∫

BCr(0)

|JF (z) − JF (0)| dL k(z) = 0 ;

• F is differentiable at 0 and hence

lim
r↓0

sup
z∈BCr(0)

∣

∣

∣

∣

ϕ

(

F (z)

r

)

− ϕ

(

dF0(z)

r

)
∣

∣

∣

∣

= 0 .
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From these three remarks we conclude that

lim
r↓0

1

rk

{
∫

G∩BCr(0)

ϕ

(

F (z)

r

)

JF (z) dL k(z) −
∫

BCr(0)

ϕ

(

dF0(z)

r

)

JF (0) dL k(z)

}

= 0 .

(4.42)
Since dF0 is linear, we have r−1dF0(z) = dF0(r

−1z). We then change variables to obtain

1

rk

∫

BCr(0)

ϕ

(

dF0(z)

r

)

JF (0) dL k(z) =

∫

Rk

ϕ(dF0(w))JdF0 dL
k(w)

=

∫

V

ϕ(x) dH k(x) . (4.43)

Therefore, putting (4.39), (4.40), (4.41), and (4.42) together, we conclude

lim
r↓0

1

rk

∫

ϕ(x) dµ0,r(x) =

∫

ϕ(x) d[H k V ](x) .

The arbitrariness of ϕ yields r−kµ0,r
∗
⇀ H k V and completes the proof. �



CHAPTER 5

The Marstrand–Mattila Rectifiability Criterion

In this chapter we will improve upon the characterization of rectifiable sets given in the
previous chapter. Our goal is the following result:

Theorem 5.1. Let µ be a measure such that for µ–a.e. x we have

(i) ∞ > θ∗k(µ, x) ≥ θk
∗(µ, x) > 0;

(ii) Every tangent measure to µ at x is of the form cH k V for some k–dimensional
linear plane V .

Then µ is a rectifiable measure.

Clearly, from Theorem 4.8 it follows that every rectifiable measure enjoys the property
above. However, the converse is much more subtle than Theorem 4.8. Indeed there is
a major difference between (ii) and (4.4): The latter implies uniqueness of the tangent
measure, whereas the former does not. Indeed, there can be a point x where (i) and (ii)
hold and Tank(µ, x) consists of more than one measure. This might happen because both
the constant c and the plane V of (ii) might vary, as is seen in the examples below. The
case of Example 5.2 — where V varies — is more relevant, since it implies that we cannot
conclude Theorem 5.1 directly from Proposition 4.6.

Note that Theorem 5.1 and Theorem 4.8 imply that, if µ enjoys the properties (i) and
(ii) at µ–a.e. x, then µ has a unique tangent measure at almost every point. Therefore, the
set of exceptional points where (i) and (ii) hold but the tangent measures are not unique is
a set of measure zero.

Example 5.2. Let Γ ⊂ R
2 be the graph of the function f : R → R given by

f(z) :=

{

|z| sin
(

log
∣

∣log
(

1 + |z|−1
)
∣

∣

)

for z 6= 0
0 for z = 0.

The measure µ := H 1 Γ is locally finite and satisfies both conditions (i) and (ii) of Theorem
5.1 at every x ∈ Γ. If we denote by ℓa the line ℓa :=

{

(z, az) : z ∈ R
}

, then

Tan1(µ, 0) =
{

H
1 ℓa : a ∈ [−1, 1]

}

.

Example 5.3. Similarly, we let g : R2 → [1, 3] be given by

g(x1, x2) = 2 + sin
(

log
∣

∣log(1 + |x1|−1)
∣

∣

)

(actually g is not defined on {x1 = 0} but this does not affect the discussion). Then the
measure of R2 given by µ = gH 1 ℓ0 satisfies both (i) and (ii) at every x ∈ ℓ0. However

Tan1(µ, 0) =
{

cH 1 ℓ0 : c ∈ [1, 3]
}

.

41
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Weakly linearly approximable sets. Theorem 5.1 is a corollary of a more general rec-
tifiability criterion for k–dimensional sets of R

n, first proved by Marstrand for k = 2 and
n = 3 in [16] and later generalized by Mattila in [18].

Definition 5.4. Let E be a k–dimensional set of Rn and fix x ∈ Rn. We say that E is
weakly linearly approximable at x if for every η > 0 there exists λ and r positive such that

• For every ρ < r there exists a k–dimensional linear plane W (which possibly depend
on ρ) for which the following two conditions hold:

H
k
(

E ∩Bρ(x) \
{

z : dist (x+W, z) ≤ ηρ
})

< ηρk ; (5.1)

H
k
(

E ∩Bηρ(z)
)

≥ λρk for all z ∈ (x+W ) ∩Bρ(x). (5.2)

The first condition tells us that, at small scales around x, most of E is contained in a
tubular neighborhood of x+W ; see Figure 1.

x+W

x
ρ

ηρ

Figure 1. The set given by the intersection of the ball Bρ(x) with the strip
{

z : dist (x+W, z) ≤ ηρ
}

. Condition (5.1) implies that most of E ∩Bρ(x) lies
within this set.

The second condition says that at small scales, any small ball centered around a point z
of x+W contains a significant portion of E; see Figure 2.

x+W

x
ρ

z

ηρ

Figure 2. A point z on (x+W ) ∩Bρ(x) and the small ball Bηρ(z) centered
on it. According to (5.2) this ball contains a significant portion of E.

If µ := fH k E is as in Theorem 5.1, then these two conditions are satisfied at H k–
almost every point of E. Therefore, Theorem 5.1 follows from the following proposition.
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Proposition 5.5 (Marstrand–Mattila Rectifiability Criterion). Let E be a Borel set
such that 0 < H

k(E) < ∞ and assume that E is weakly linearly approximable at H
k–a.e.

x ∈ E. Then E is rectifiable.

Plan of the chapter. In the first section we introduce some preliminary definitions and
lemmas and in the second we prove Proposition 5.5. In the final section we show how
Theorem 5.1 follows from Proposition 5.5.

1. Preliminaries: Purely unrectifiable sets and projections

First we introduce the definition of purely unrectifiable set.

Definition 5.6. Let E be a k–dimensional set with H k(E) > 0. We say that E is
purely unrectifiable if for every Lipschitz k–dimensional graph Γ we have H k(Γ ∩ E) = 0.

The following decomposition property of Borel sets with finite Hausdorff measure is a
simple corollary of our definition:

Theorem 5.7 (Decomposition Theorem). Let E be a Borel set such that H k(E) <∞.
Then there exist two Borel sets Eu, Er ⊂ E such that

• Eu ∪Er = E;
• Er is rectifiable;
• Eu is purely unrectifiable.

Such a decomposition is unique up to H k–null sets, that is: If F u and F r satisfy the three
properties listed above, then

H
k(Er \ F r) = H

k(F r \ Er) = H
k(Eu \ F u) = H

k(F u \ Eu) = 0 . (5.3)

Proof. We define

R(E) :=
{

E ′ : E ′ ⊂ E is Borel and rectifiable
}

.

and

α := sup
E′∈R(E)

H
k(E ′) .

Let {Ei} ⊂ R(E) be such that H
k(Ei) ↑ α. Then we set Er :=

⋃

Ei. Clearly Er is
rectifiable, Er ⊂ E, and H k(Er) = α. We claim that Ec := E \ Er is purely unrectifiable.
Indeed, if there were a Lipschitz graph Γ such that H k(Ec ∩ Γ) > 0 we would have that

H
k
(

Er ∪ (Γ ∩ Ec)
)

> α . (5.4)

Since Er ∪ (Γ ∩ Ec) ∈ R(E), (5.4) would contradict the maximality of α.
To prove the uniqueness of the decomposition, note that the intersection between a purely

unrectifiable set and a rectifiable set always has H k measure 0. Therefore, if F r and F u are
as in the statement of the theorem we have

H
k(Er ∩ Eu) = H

k(Er ∩ F u) = H
k(F r ∩ Eu) = H

k(F r ∩ F u) = 0 . (5.5)

Since Er ∪Eu = E = F r ∪ F u, (5.5) implies (5.3). �
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We are now ready for the following two lemmas. The first is a trivial application of the
Decomposition Theorem and of the Besicovitch Differentiation Theorem. The second relies
upon the Geometric Lemma of the previous chapter. Note that both of them will no longer
be required after proving Proposition 5.5.

Lemma 5.8. If Proposition 5.5 were false, there would exist a purely unrectifiable set E
which is weakly linearly approximable at H k–a.e. x ∈ E.

Proof. Assume that Proposition 5.5 is false and let F be an unrectifiable set which is
weakly linearly approximable at H k–a.e. x ∈ F . Let F r∪F u be the decomposition of F into
a rectifiable part and purely unrectifiable part given by Lemma 5.8. Recalling Proposition
2.2, we have that

lim
r↓0

H k(F u ∩Br(x))

H k(F ∩ Br(x))
= 1 (5.6)

for H k–a.e. x ∈ F u. Moreover, note that, if F is weakly linearly approximable at x and x
satisfies (5.6), then F u is also weakly linearly approximable at x.

Therefore, we conclude that F u is purely unrectifiable and weakly linearly approximable
at H k–a.e. x ∈ F u. �

Lemma 5.9. Let E be a purely unrectifiable set with finite Hausdorff measure and which
is weakly linearly approximable at H k–a.e. x ∈ E. Then H k(PV (E)) = 0 for every k–
dimensional linear plane V .

Remark 5.10. From the Besicovitch–Federer Projection Theorem (see for instance The-
orem 18.1 of [21]) we know that every purely unrectifiable set E with finite H k measure has
null projection on almost every k–dimensional plane V . Here, “almost every” is with respect
to the natural measure that one can define on the set of k–dimensional linear planes of Rm

(the so called Grassmannian manifold G(m, k)); cf. Section 3.9 of [21]. However, one can
find examples of purely unrectifiable sets which project to sets with positive measure on some
k–dimensional plane; see for instance Lemma 18.12 of [21].

Proof. We fix 0 < ε < 1/2.

Step 1 As is often the case, we start by selecting a compact set C ⊂ E such that
H k(E \ C) < ε and the conditions of weak linear approximation of C hold at every point
x ∈ C in a uniform way. More precisely

(Cl) There exists a compact set C ⊂ E and positive numbers r0, η, δ such that

H
k(E \ C) < ε η < δε < ε (5.7)

and for every a ∈ C and every r < r0 the following two properties hold:

H
k(E ∩Br(a)) ≥ δrk , (5.8)

there exists a k–plane W s.t. C ∩Br(a) ⊂
{

z : dist (z, a+W ) ≤ ηr
}

. (5.9)

In order to show (Cl) we first select C ′ compact such that:

• H k(E \ C ′) < ε/2;
• There are positive r1 and δ such that condition (5.8) holds for every r < r1.
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This is clearly possible since (5.2) implies that the lower density of E is positive at H k

almost every x.
Recall that E is weakly linearly approximable at H k–a.e. x ∈ C. Therefore, we can

select:

(a) A compact set C ⊂ C ′ with H k(C ′ \ C) < ε/2,
(b) a positive number η < δε, and
(c) a positive r0 < r1,

such that for every a ∈ C and every r < r0 there exists W satisfying

H
k
(

E ∩ B2r(a) \
{

z : dist (z, a+W ) ≤ ηr/2
})

< δ
(ηr

2

)k

. (5.10)

Clearly, C, δ, η and r0 satisfy both (5.7) and (5.8). We claim, that for a ∈ C and r < r0,
the plane W of (5.10) also meets condition (5.9). Let us begin by assuming the contrary.
Then there would exist z ∈ C ∩ Br(a) with dist (z, a+W ) > ηr. Therefore, Bηr/2(z) would

be contained in B2r(a) \
{

z : dist (z, a+W ) ≤ ηr/2
}

. Hence, we would have

H
k
(

B2r(a) ∩E \
{

z : dist (z, a+W ) ≤ ηr/2
})

≥ H
k
(

E ∩ Bηr/2(a)
)

(5.8)

≥ δ
(ηr

2

)k

,

which contradicts (5.10).

Step 2 Now let us fix an arbitrary k–dimensional linear plane V . For each i ∈ N define
the sets

Ci :=
{

a ∈ C : C ∩Bi−1(a) \ C(a, V, η−1) = ∅
}

.

By the Geometric Lemma 4.7, the intersection of Ci with a ball of radius i−1 is contained in
a Lipschitz graph. Therefore, since C is purely unrectifiable, we have

H
k

(

⋃

i

Ci

)

= 0 .

It follows that for H k–a.e. a ∈ C there exists b ∈ C ∩ Br0(a) ∩ Bi−1(a) such that

|QV (b− a)|
η

> |PV (b− a)|

and hence

|PV (b− a)| < η|b− a| .
Set r := |a − b|, let W satisfy (5.9) and define c := PW (b − a) + a. From the first step it
follows that |c− b| ≤ ηr. Since PW is a projection, we obtain |c−a| ≤ |b−a| = r. Moreover,
recalling that η < ε < 1/2, we obtain

|c− a| ≥ |b− a| − |c− b| ≥ (1 − η)r > r/2 .

Therefore, the vector w := (c − a)/|c − a| is a unit vector which belongs to W and is such
that |PV (w)| ≤ Cη, where C is a geometric constant, independent of η. We claim that this
implies

H
k
(

PV

(

{

z : dist (z, a+W ) < ηr
}

∩Br(a)
))

≤ C1ηr
k , (5.11)

where C1 is a geometric constant; cf. Figure 3.
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V

a

a+W

{z : dist (z, a+W ) ≤ ηr}

ηr

Figure 3. The projection of the set
{

z : dist (z, a+W ) < ηr
}

∩ Br(a) has
size comparable to η along at least one direction.

Indeed, after translating and rescaling, (5.11) is equivalent to showing that

H
k
(

PV

(

{

z : |QW (z)| < η
}

∩B1(0)
))

≤ C1η . (5.12)

Now, let W ′ be the subspace of W perpendicular to w and set V ′ := PV (W ′). V is a linear
space and its dimension is at most m− 1. Hence, there exists a vector v ∈ V perpendicular
to V ′ with |v| = 1. Clearly, |〈v, w〉| ≤ |PV (w)| ≤ η. We conclude that |〈ζ, v〉| ≤ η for every
ζ ∈W ∩B1(0). Therefore, for every ζ ∈ B1(0) we can compute

|〈ζ, v〉| ≤ |〈PW (ζ), v〉|+ |〈QW (ζ), v〉| ≤ η + |QW (ζ)| .

This equation implies that

PV

(

{

z : |QW (z)| < η
}

∩B1(0)
)

⊂ {z : |〈z, v〉| ≤ 2η} ∩B1(0)

and since v ∈ V and |v| = 1, this establishes (5.12) and hence (5.11).
Combining (5.11) with (5.9) we obtain

H
k
(

PV (C ∩ Br(a))
)

≤ C1ηr
k

and hence

H
k
(

PV (C ∩ Br/2(a))
)

≤ C1ηr
k . (5.13)

Step 3 Using a Vitali–Besicovitch covering we can cover H k–almost all C with balls
Bri

(ai) which are pairwise disjoint, centered at points of C and with radii less than r0/2.
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Hence, we can write

H
k
(

PV (C)
)

≤
∑

i

H
k
(

PV (C ∩ Bri
(ai))

)

(5.13)

≤
∑

i

C1ηr
k
i

(5.8)

≤ C1

(

ηδ−1
)

∑

i

H
k
(

E ∩ Bri
(ai)
)

= C1

(

ηδ−1
)

H
k(E) ≤ C1εH

k(E) . (5.14)

Moreover, since PV is a projection,

H
k
(

PV (E \ C)
)

≤ H
k(E \ C) ≤ ε .

We conclude that

H
k(PV (E)) ≤ H

k
(

PV (E \ C)
)

+ H
k
(

PV (C)
)

≤
(

1 + C1H
k(E)

)

ε .

The arbitrariness of ε gives H
k(PV (E)) = 0, which is the desired claim. �

2. The proof of the Marstrand–Mattila rectifiability criterion

We argue by contradiction and assume that the proposition is false: Therefore, Lemma
5.8 gives us a purely unrectifiable set E which is weakly linearly approximable at H k–a.e.
x ∈ E. Lemma 5.9 implies that the projection of this set on every k–dimensional plane is a
null set. Then the strategy goes roughly as follows:

• We fix a ball Br(x) around a point x where E is well approximated by a plane W .

• We show that for most of the points y in Br(x) the set E ∩ Br(y) is well approxi-
mated by a plane Wy which is “almost perpendicular” to W . This will follow from
H k(PW (E ∩Br(x))) = 0.

• The conditions of good approximation and the fact that Wy is almost perpendicular
to W imply that close to y there is a “column” of pairwise disjoint balls of size
smaller than (but still comparable to) r and centered at points of E. This column
is almost perpendicular to W . On the other hand there must be many such points
close to all the points of W ∩Br(x). Therefore, there are many of these columns of
balls. See Fig. 4

• By condition (5.2), each of the balls above gives a significant contribution to H k(E∩
Br(x)), which therefore turns out to be large.

• Since the upper density of a set E is bounded from above by 1 in a.e. point, the
previous conclusion would give a contradiction.

Proof. We argue by contradiction and assume that the Proposition is false. From
Lemma 5.8 and Lemma 5.9 we conclude the existence of a set E such that

(a) 0 < H k(E) <∞;
(b) H k(PV (E)) = 0 for every k–dimensional plane V ;
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W x

Figure 4. The columns of balls close to the planes Wy.

(c) E is weakly linearly approximable at H k–a.e. x.

Step 1 As is often the case, by standard measure theoretic arguments, we pass to a
subset F which enjoys properties (a) and (b) and a strengthened version of (c). First of all
we start by choosing a compact set F ⊂ E such that

(a1) 0 < H k(F ) <∞;
(d) There exists r0 and δ positive such that

H
k(E ∩ Br(a)) ≥ δrk for all a ∈ F and r < r0. (5.15)

Next we fix any positive η < 1 and we claim the existence of a compact set F1 ⊂ F such
that

(a2) 0 < H k(F1) <∞;
(e) There exist r1 ∈]0, r0[ and γ > 0 such that for every r < r1 and every a ∈ C, we

can choose a plane W with the following properties

F ∩ B2r(a) ⊂
{

z : dist (z, a+W ) < ηr
}

, (5.16)

H
k
(

E ∩Bηr(b)
)

≥ γ(ηr)k for all b ∈ a+W . (5.17)

Indeed, from the definition of weak linear approximability, there exists a compact F1 ⊂ F ,
r1 ∈]0, r0[ and γ > 0 such that:

• (a2) holds;
• For every r < r1 there exists a plane W which satisfies (5.17) and

H
k
(

E ∩ B2r(a) \
{

z : dist (z, a+W ) ≤ ηr/2
})

< δ
(ηr

2

)k

. (5.18)

Since F1 ⊂ F , from (5.15) and (5.18) we conclude (5.16), arguing as in Step 1 of the proof
of Lemma 5.9 (cf. the proof of (Cl)).

Finally, we claim the existence of G ⊂ F1 such that

(a3) 0 < H k(G) <∞;
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(f) There exists a positive r2 < r1 such that for every r < r2 and every a ∈ G we can
choose a k–dimensional linear plane W which satisfies (5.17) and

F ∩B2r(a) ⊂
{

z : dist (z, a+W ) < ηr
}

(5.19)

(a+W ) ∩Br(a) ⊂
{

z : dist (z, F ) < ηr
}

. (5.20)

Indeed, using the Besicovitch Differentiation Theorem and (5.15), we can select a compact
set G ⊂ F1 and a positive r2 < r1 such that (a3) holds and

H
k
(

(E \ F ) ∩B2r(a)
)

≤ γ
(ηr

2

)k

∀r < r2 . (5.21)

Now, for every a ∈ G and r < r2, select W such that (5.16) and (5.17) hold. Clearly (5.19)
follows from (5.16). It remains to show that (5.20) holds. If it were false, there would be a
b ∈ (a +W ) ∩ Br(a) such that Bηr(b) ∩ F = ∅. Therefore,

H
k
(

E ∩Bηr(b)
)

= H
k
(

(E \ F ) ∩ Bηr(b)
)

≤ H
k
(

(E \ F ) ∩ B2r(a)
)

(5.21)

≤ γ
(ηr

2

)k

,

which would contradict (5.17).

Step 2 We fix a 0 < t < γηk/2, which will be chosen appropriately later (together with
the η of the previous step).

Next we take a point a ∈ G such that

• θ∗k(a,G) ≤ 1
• limr r

−kH k((E \G) ∩ Br(a)) = 0.

Without loss of generality, we assume that a = 0 and we select r3 < r2 such that

H
k
(

E ∩Br(0)
)

< 2ωkr
k , ∀r < r3 (5.22)

H
k
(

(E \G) ∩ B2r(0)
)

< trk ∀r < r3 . (5.23)

After fixing r = σ < r3, we select a W which satisfies (5.19) and (5.20). Recall that

H
k(PW (G)) ≤ H

k(PW (E)) = 0 . (5.24)

We will show that for η and t sufficiently small, (5.17), (5.19), (5.20), (5.22), (5.23), and
(5.24) lead to a contradiction.

We start by introducing some notation: For b ∈W and ρ ∈ R+ we denote by Dρ(b) and
by Cρ(b) the sets

Dρ(b) := Bρ(b) ∩W Cρ(b) :=
{

x : PV (x) ∈ Dρ(b)
}

,

which we will call (respectively) the disk and cylinder centered at b of radius ρ. Their
geometric meaning is illustrated in Figure 5.

We set H := Dσ(0) \ PW (G ∩ Bσ(0)). Note that H is an open set, since G is compact.
For every x ∈ H we set

ρ(x) := dist (x, PW (G ∩Bσ(0))) .

Observe that

ρ(x) ≤ ησ . (5.25)
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Cρ(b)
Dρ(a)

Figure 5. The disk Dρ(a) and the cylinder Cρ(b).

Indeed, if this were false, we would have Bησ(x) ∩G = ∅. Therefore, we would conclude

H
k
(

E ∩ Bησ(x)
)

= H
k
(

(E \G) ∩ Bησ(x)
)

≤ H
k
(

(E \G) ∩ B2σ(0)
)

(5.23)

≤ γ(ησ)k

2
,

which contradicts (5.17).
Using the 5r–Covering Lemma, we can find a countable set {xi}i∈I ⊂ H ∩Dσ/4(0) such

that, if we set ρi := ρ(xi), we find

• The disks {D20ρi
(xi)} cover H ∩Dσ/4(0);

• The disks {D4ρi
(xi)} are pairwise disjoint.

Since H k(H ∩Dσ/4(0)) = H k(Dσ/4(0)) = ωk(σ/4)k, we conclude that

∑

i∈I

ωkρ
k
i =

1

20k

∑

i∈I

ωk(20ρi)
k ≥ H k(H ∩Dσ/4(0))

20k
=

ωkσ
k

80k
. (5.26)

We define the subsets of indices K and J as

J :=
{

i ∈ I : Cρi/2 ∩ F ∩Bσ(0) 6= ∅
}

K := I \ J . (5.27)

For every i ∈ J we denote by yi a point of F ∩ Cρi/2 and recall (5.19), which implies
|yi − PW (yi)| ≤ ησ. Therefore, when η is chosen sufficiently small, we obtain that

Bρi/2(yi) ⊂ Bσ(0) .

Recall that yi ∈ E satisfies the lower density condition (5.8). Therefore, we have

H
k
(

Cρi
(xi) ∩ (E \G) ∩ Bσ(0)

)

≥ H
k
(

E ∩ Bρi/2(yi)
)

≥ δρk
i

2k
.
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Hence
∑

i∈J

ωkρ
k
i ≤

∑

i∈J

ωk2
k

δ
H

k
(

Cρi
(xi) ∩ (E \G) ∩Bσ(0)

)

≤ ωk2
k

δ
H

k
(

(E \G) ∩Bσ(0)
)

≤ tωk2
kσk

δ
,

where the second inequality follows because the cylinders Cρi
(xi) are pairwise disjoint. Com-

bining this estimate with that of (5.26), we conclude that there is a positive constant c (which
does not depend on any of the quantities rj, η, δ, γ) such that

∑

i∈K

ωkρ
k
i ≥ cσk , (5.28)

provided t is chosen sufficiently small.

Step 3 To simplify the notation, from now on we will write Ci in place of Cρi
(xi). For

every i ∈ K, denote by zi a point of ∂Cρi
∩ G ∩ Bσ(0). Recall that such a point exists

because, according to our definition of ρi, we have

ρi := dist (x, PW (G ∩ Bσ(0)) .

Next, we fix a k–dimensional plane Wi which meets the conditions (5.19) and (5.20) for the
choice a = zi, r = ρi/8η.

Since i ∈ K, according to definition (5.27), we have

Cρi/2 ∩ F ∩ Bσ(0) = ∅ .
Since (5.20) holds and ηr = ρi/8, the intersection of Wi + zi with Cρi/4(xi) ∩Bσ(0) must be
empty. An easy computation yields that this is possible only if

(zi +Wi) ∩ C2ρi
(xi) ∩Bσ/2(0)

contains a segment Si of length c1σ, where c1 is a geometric constant; cf. Figure 6.
Therefore, there is a second geometric constant c2 such that on the segment Si we can

find
N ≥ c2σ/ρi

points {zj
i }j=1,...,N such that the balls Bρi/2(z

j
i ) are pairwise disjoint. Recall that from (5.25)

we have
ρi ≤ ση

and thus we conclude
N ≥ c2

η
. (5.29)

By (5.20), each ball Bρi/8(z
j
i ) must contain a point wj

i ∈ F . Therefore, from the density
lower bound (5.15) we have

H
k
(

E ∩ Bρi/8(w
j
i )
)

≥ δρk
i

8k
. (5.30)

From our considerations, it follows that the balls {Bρi/8(w
j
i )}i=1,...N are also pairwise disjoint

and contained in C4ρi
(xi). Since the cylinders {C4ρi

(xi)}i∈K are pairwise disjoint, we conclude
that the family of balls

{

Bρi/8(w
j
i ) : i ∈ K , j = 1, . . . , N

}
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�
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�

C2ρi

Cρi

Wi + zi

zi

Large segment in

Cρi/4

(zi +Wi) ∩ C2ρi
∩Bσ

Figure 6. Since the intersection of Wi + zi with Cρi/4(xi) ∩ Bσ(0) is empty,
(zi + Wi) ∩ C2ρi

(xi) ∩ Bσ/2(0) contains a large segment of size comparable to
σ.

are pairwise disjoint.
Therefore, from (5.29) and (5.30) we conclude

H
k
(

E ∩ Bσ(0)
)

≥
∑

i∈K

N
∑

j=1

H
k
(

E ∩ Bρi/8(z
j
i )
)

≥
∑

i∈K

N
∑

j=1

δρk
i

8k

=
Nδ

8kωk

∑

i∈K

ωkr
k
i ≥ c2δ

8kωkη

∑

i∈K

ωkr
k
i .

Recalling (5.28), this yields a positive constant c3 (independent of δ and η) such that

H
k
(

E ∩ Bσ(0)
)

≥ c3
δ

η
rk .

Therefore, we can choose η so small that we obtain a contradiction to (5.22). This completes
the proof. �

3. Proof of Theorem 5.1

Proof. First of all, from Proposition 2.16, it follows that µ = fH k E for some Borel
set E and some nonnegative Borel function f . Our goal is to prove that E ∩ {f > 0} is
rectifiable. In order to do this it suffices to show that this is the case for Ec := E ∩ {c−1 ≥
f ≥ c} for any 1 > c > 0.

Fix c ∈]1, 0[, set F := Ec and define ν := H
k F . Then, by the Besicovitch Differenti-

ation Theorem and from Proposition 3.12 we have

θ∗k(F, x) =
θ∗k(µ, x)

f(x)
and θk

∗(F, x) =
θk
∗(µ, x)

f(x)
.
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Tank(ν, x) ⊂ Tank(µ, x)/f(x) .

Therefore, for µ–a.e. x we have that

∞ > θ∗k(F, x) ≥ θk
∗(F, x) > 0 (5.31)

Tank

(

ν, x
)

⊂
{

aH k V : a ≥ 0 and V is a k–dimensional linear plane
}

. (5.32)

We now prove that at every point x which satisfies (5.31) and (5.32), F is weakly linearly
approximable.

Let us fix an x where (5.31) and (5.32) hold and assume by contradiction that F is not
weakly linearly approximable at x.

Without loss of generality we can assume x = 0. Then there exists a positive η and a
sequence rj ↓ 0 such that:

• either
H

k
(

F ∩ Brj
(0) \

{

z : dist (W, z) ≤ ηrj

})

≥ ηrk
j (5.33)

for every k–dimensional plane W and every j;

• or, for every k–dimensional plane W and for every j, there exists zj,W ∈W with

lim
rj↓0

H
k

(

F ∩ Bηrj
(zj,W )

)

rk
j

= 0 . (5.34)

Set νj := r−k
j ν0,rj

. Since θ∗k(ν, x) <∞, we can assume that a subsequence (not relabeled)
of {νj} converges to ν∞ ∈ Tank(ν, x). From (5.32) it follows that for some k–dimensional
linear plane W and some constant c̄ ≥ 0 we have ν∞ = c̄H k W .

From the definition of νj , (5.33) would translate into

νj

(

B1(0) \
{

z : dist (W, z) ≤ η
}

)

≥ η . (5.35)

Consider the set Ω which is the closure of B1(0) \
{

z : dist (W, z) ≤ η
}

. From Proposition
2.7, we have

c̄H k
(

W ∩ Ω
)

= ν∞(Ω) ≥ lim sup
j↑∞

νj(Ω) ≥ η ,

which is a contradiction because W ∩ Ω = ∅.
Similarly, (5.34) would translate into the existence of a sequence of points xj ∈W ∩B1(0)

such that
lim
j↑∞

νj(Bη(xj)) = 0 .

Passing to a subsequence we can assume that xj → x ∈W . Therefore, we would conclude

c̄ηk = cH k(W ∩ Bη(x)) = ν∞(Bη(x)) ≤ lim
j↑∞

νj(Bη(xj)) = 0 . (5.36)

On the other hand, by Proposition 2.7 we have

θk
∗(F, x)ωkρ

k ≤ ν∞(Bρ(0)) = c̄ρk for L 1–a.e. ρ > 0.

From (5.31) we conclude that c̄ > 0, which contradicts (5.36). This concludes the proof. �





CHAPTER 6

An overview of Preiss’ proof

In this chapter and in the forthcoming three ones we will give a proof of Preiss’ Theorem,
which is outlined below.

Theorem 6.1. Let m be an integer and µ a locally finite measure on R
n such that

0 < θm
∗ (µ, x) = θm∗(µ, x) < ∞ for µ–a.e. x. Then µ is an m–dimensional rectifiable

measure.

Note that the cases m = 0 and m = n are trivial. In the case m = 1 and n = 2,
the Theorem was first proved by Besicovitch in his pioneering work [2]. More precisely,
Besicovitch proved it for measures of the form H 1 E, when E is a Borel set H 1(E) <∞
and his proof was later extended to planar Borel measures by Morse and Randolph in [24].
In [23], Moore extended the result to the case m = 1 and arbitrary n. The general case was
open for a long time until Preiss solved it completely in [25].

Marstrand Approach. Recalling Proposition 3.4, the assumption of Theorem 6.1 yields
the following:

Tanm(µ, x) ⊂
{

θ(µ, x)ν : ν ∈ Um(Rn)
}

for µ–a.e. x. (6.1)

Hence, if the following conjecture were true, we could apply Theorem 5.1 to conclude that
µ is rectifiable.

Conjecture 6.2. If ν ∈ Um(Rn) then there exists an m–dimensional linear plane W
such that ν = H m W .

Such a conjecture is quite easy to prove when m = 1, and therefore, combined with
Proposition 3.4, it yields a proof of Theorem 6.1 for m = 1. This proof differs from the
“classical” proof of Besicovitch–Moore, which heavily relies on the fact that connected H 1–
finite sets are rectifiable. This new approach to the problem was introduced by Marstrand
in [16], though not using the language of tangent measures. In that paper Marstrand proved
the following theorem when m = 2 and n = 3:

Theorem 6.3. Let m be an integer and E ⊂ Rn be a Borel set such that H m(E) <∞.
If the density θm(E, x) exists and is equal to 1 at H

m–a.e. x ∈ E, then E is rectifiable.

In the language of tangent measures, the idea of the proof of Theorem 6.3 is that, for
H m–a.e. x, the tangent measures to H m E enjoy a stronger property than just belonging
to Um(Rn). This property allows to show that any such measure is of the form H m W ,
and therefore makes it possible to apply the Marstrand–Mattila Rectifiability Criterion. This
approach was completed in the general case by Mattila, see [18].

When m = 2 it is shown in [25] that the answer to Conjecture 6.2 is positive and therefore
Marstrand’s approach can be completed even for Theorem 6.1. However, we will see that

55
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the proof of this requires considerable work. When m ≥ 3 Conjecture 6.2 turns out to be
wrong, as is seen in the following example:

Example 6.4. Let Γ be the 3–dimensional cone of R4 given by
{

x2
4 = x2

1 + x2
2 + x2

3

}

.

Then H 3 Γ ∈ U3(R4). We refer to Section 1 for the explicit calculations.

As we will see, there is a way to overcome this obstacle which finally leads to a proof of
Theorem 6.1 in the general case.

Part A of Preiss’ strategy. First, let us recall the following corollary of the argument
that Marstrand used to prove Theorem 3.1 (cf. Corollary 3.9):

Corollary 6.5. Let m be an integer and µ ∈ Um(Rn). Then there exist an m–
dimensional linear plane V ⊂ R

n and two sequences {xi} and {ri} such that
µxi,ri

rm
i

∗
⇀ H

m V in the sense of measures.

The first step towards the proof of Theorem 6.1 is then the following Lemma:

Lemma 6.6. Let µ be as in Theorem 6.1. Then for µ–a.e. x the following holds:

(P) If ν ∈ Tanm(µ, x), then r−mνy,r ∈ Tanm(µ, x) for every y ∈ supp (ν) and r > 0.

Remark 6.7. From the definition of tangent measure it follows easily that

ν ∈ Tanm(µ, x) =⇒ r−mν0,r ∈ Tanm(µ, x) at every x and for every r > 0.

Note, however, that (P) is much stronger and it cannot be expected to hold at every point
x. For instance, if we take the cone C of Example 6.4 and we set µ := H 3 C, then
Tan3(µ, 0) = {µ}, whereas it is clear that for any x 6= 0 and every r > 0 we have r−3µx,r 6= µ.

Proposition 3.4, Corollary 6.5, and Lemma 6.6 yield the following Theorem, which was
first proved by Marstrand in [17].

Theorem 6.8 (Part A). Let µ be as in Theorem 6.1, then for µ–a.e. x ∈ Rn there exists
a plane Wx such that θ(µ, x)H m Wx ∈ Tanm(µ, x).

In other words, in spite of the existence of Example 6.4, we conclude that at almost every
point x, the set of tangent measures contains at least one plane.

Part B of Preiss’ strategy. Let us first introduce some notation which will be very useful
in the rest of these notes.

Definition 6.9. We denote by G(m,n) the set of m–dimensional planes V of Rn and
by Gm(Rn) the set

Gm(Rn) :=
{

H
m V : V ∈ G(m,n)

}

.

We call the measures of Gm(Rn) flat measures.

Taking into account Theorem 6.8, Theorem 6.1 will then follow from Theorem 6.10 below.

Theorem 6.10 (Part B). Let µ be as in Theorem 6.1 and x a point such that
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• Tanm(µ, x) ⊂ θ(µ, x)Um(Rn);
• Tanm(µ, x) contains a measure of the form θ(µ, x)H m V for some m–dimensional

plane V .

Then Tanm(µ, x) ⊂ θ(µ, x)Gm(Rn).

In other words, Theorem 6.10 says that, if the set of tangent measures to µ at the point
x contains a plane, then any tangent measure to µ at x must be a plane. Theorem 6.8 and
Theorem 6.10 imply that at µ–a.e. x, the set of tangent measures consists of k–dimensional
planes. Therefore, we can apply Theorem 5.1 to conclude that µ is rectifiable.

A very sketchy outline of the strategy of Preiss’ proof of Theorem 6.10 is the following:

• The set of m–uniform measures can be divided into two subsets, given by Gm(Rn)
and its complementary Um(Rn) \ Gm(Rn).

• If µ ∈ Um(Rn) \ Gm(Rn), then on very large balls µ must be quite different from a
flat measure (i.e. it must be “curved at infinity”). This translates into the fact that
Gm(Rn) is, in some sense, disconnected from Um(Rn) \ Gm(Rn).

• On the other hand Tanm(µ, x) enjoys some “connectedness” properties, just from
the way it is defined: It is the set of blow–ups of the same measure at the same
point. Therefore, it cannot happen that Tanm(µ, x) contains at the same time an
element of θ(µ, x)Gm(Rn) and one of θ(µ, x)[Um(Rn) \ Gm(Rn)].

In order to exploit these ideas we will need this and the next three chapters. More
precisely, Theorem 6.10 will be split into the three key Propositions 6.16, 6.18, and 6.19.
The proof of each proposition is contained in one of the next three chapters, whereas in this
chapter we will show how they imply Theorem 6.10.

Plan of the chapter. In Section 1 we prove that the measure of Example 6.4 is flat. In
section 2 we prove Lemma 6.6 and Theorem 6.8. In Section 3 we introduce some definitions
and we state the three Propositions 6.16, 6.18, and 6.19 which are the three main steps
for proving Theorem 6.10. In Section 4 we show how Theorem 6.10 follows from these
Propositions.

1. The cone {x2
4 = x2

1 + x2
2 + x2

3}
In this section we will set Γ := {x ∈ R4 : x2

4 = x2
1 + x2

2 + x2
3}. Our goal is to prove the

following

Proposition 6.11. The measure H 3 Γ belongs to U3(R4).

A direct proof of this proposition can be found in the paper [11]. Indeed in this paper the
authors, using differential geometric arguments, show the following complete classification
result.

Theorem 6.12. µ ∈ Um−1(Rm) if and only if µ is flat or m ≥ 4 and there exists an
orthonormal system of coordinates such that µ = H m−1 {x2

1 + x2
2 + x2

3 = x2
4}.
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Here we propose a proof of Proposition 6.11 which is less direct. This proof is not much
longer than that given in [11] and it exploits some calculations and tricks that will be used
again in the proof of Theorem 6.10. However, we first need the following definition and the
subsequent technical lemma:

Definition 6.13. Let P be the set of polynomials of one real variable. Then we let Rn

be the vector space generated by
{

f ∈ C∞(Rn) : f(x) = a+ P (|x|2)e−b|x|2 where P ∈ P, a ∈ R, b > 0
}

.

The proof of the following lemma is a straightforward application of the Stone–Weiestrass
Theorem. We include its proof for the reader’s convenience.

Lemma 6.14. Let g ∈ Cc(R) and define G ∈ Cc(R
n) as

G(x) := g(|x|) .
Then there exists a sequence {Gk} ⊂ Rn such that Gk → G uniformly on the whole Rn.

Proof. Clearly G ∈ Rn if and only if G(x) = g(|x|) for some g ∈ R1. Therefore, it
suffices to prove the lemma when n = 1.

Let [0,∞] be the one–point compactification of [0,∞[ and note that every f ∈ R1 extends

to a unique function f̃ ∈ C([0,∞]). We denote by R̃ the vector space given by the continuous
extensions of functions of R1.

Since R1 is an algebra of functions, the same holds for R̃. Moreover, note that

• For every a, b ∈ [0,∞] there exists a function f ∈ R̃ such that f(a) 6= f(b).
• For every a ∈ [0,∞] there exists a function f ∈ R̃ such that f(a) 6= 0.

Therefore, we can apply the Stone–Weierstrass Theorem to show that R̃ is dense in C([0,∞]).
This concludes the proof. �

Proof of Proposition 6.11. Step 1 In the next steps we will prove that

(claim) for every p ∈ Γ \ {0} there exists a constant cp such that

H
3
(

Br(p) ∩ Γ
)

= cpr
3 ∀r > 0 . (6.2)

This claim suffices to prove the Proposition. Indeed fix p ∈ Γ \ {0} and recall that Γ is a C1

manifold in a neighborhood of p. Therefore,

cp = lim
r↓0

H
3
(

Br(p) ∩ Γ
)

r3
= ω3 ,

and hence H 3
(

Br(p)∩ Γ
)

= ω3r
3 for every r > 0 and p ∈ Γ \ {0}. On the other hand, if we

fix r > 0, we can take a sequence {pi} ⊂ Γ \ {0} such that pi → 0 in order to conclude that

H
3
(

Γ ∩ Br(0)
)

= lim
pi→0

H
3
(

Γ ∩ Br(pi)
)

= ω3r
3 .

Step 2 Let us fix p ∈ Γ \ {0}. In order to prove (6.2) it suffices to show that for every
function ϕ ∈ Cc(R), there exists a constant cϕ such that

∫

ϕ

( |x− p|
r

)

dH 3 Γ(x) = cϕr
3 for every r > 0. (6.3)
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Indeed, knowing (6.3) we could take a sequence of ϕi ∈ Cc(B1(0)) which converges pointwise
everywhere to 1B1(0). In this case, the constants cϕi

would be uniformly bounded and passing
to a subsequence, not relabeled, we could assume that they converge to some constant cp.
Plugging ϕi in (6.3) and passing to the limit in i we would conclude that H 3(Γ ∩Br(0)) =
cpr

3.

Now, let B be the set of functions f ∈ L1(R4,H 3 Γ) such that

• f(x) = ϕ(|x− p|);
• There exists a constant cϕ which satifsies (6.3).

Clearly this set is a vector space. We claim that it would suffice to show

e−|x−p|2 ∈ B , (6.4)

in order to conclude (6.3).
Indeed, assume for the moment that (6.4) holds and take the derivative in r of the equality

∫

e−|x−p|2/r2

dH 3 Γ(x) = cr3

to obtain
∫

2|x− p|2
r3

e−|x−p|2/r2

dH 3 Γ(x) = cr2 .

From this we conclude that |x− p|2e−|x−p|2 belongs to B. Taking a second derivative we find

(|x− p|4 + |x− p|2)e−|x−p|2 ∈ B ,
and hence we conclude |x− p|4e−|x−p|2 ∈ B. By induction, we obtain (|x− p|2)ke−|x−p|2 ∈ B
for every positive integer k. Therefore, (6.4) would imply that, if P is a polynomial, then

P (|x − p|2)e−|x−p|2 ∈ B. A change of variables implies that every function of the following
type belongs to B:

P (|x− p|2)e−a|x−p|2 where P is a polynomial and a > 0.

By linearity, we conclude that for every γ ∈ Rn, the function g(x) := γ(x− p) belongs to B.

Now fix f ∈ Cc(R
4) of the form ϕ(|x− p|). Clearly, e|x−p|2ϕ(|x− p|) is still a continuous

compactly supported function. Then using Lemma 6.14 we conclude that there exists a
sequence of functions {γk} ⊂ Rn such that the functions fk(x) = γk(x−p) converge uniformly

to e|x−p|2ϕ(|x− p|). Therefore, for every fixed r > 0 we could compute
∫

ϕ

( |x− p|
r

)

dH 3 Γ(x) = lim
k↑∞

∫

e−|x−p|2/r2

γk(x− p) dH 3 Γ(x) .

On the other hand e−|x|2/r2
γk(x) ∈ Rn and hence e−|x−p|2/r2

γk(x− p) ∈ B. This means that
∫

ϕ

( |x− p|
r

)

dH 3 Γ = cϕr
3

for some constant cϕ.

Step 3 It remains to prove (6.4), that is

I(r) :=

∫

e−r2|x−p|2 dH 3 Γ(x) = cr−3 for every r > 0. (6.5)
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Note that the cone Γ is invariant for dilations centered at the origin and rotations that keep
(0, 0, 0, 1) fixed. Therefore, it suffices to show (6.5) when p = (1, 0, 0, 1). We compute

I(r) =

∫ ∞

0

∫

Γ∩∂Bρ(0)

e−r2
[

(x1−1)2+x2
2+x2

3+(x4−1)2
]

dH 2(x) dρ =:

∫ ∞

0

J(ρ) dρ .

Note that (x1 − 1)2 + x2
2 + x2

3 + (x4 − 1)2 = |x|2 + 2 − 2(x1 + x4) and that Γ ∩ ∂Bρ(0) is
given by

{

x4 = ρ/
√

2 , x2
1 + x2

2 + x2
3 = ρ2/2

}

∪
{

x4 = −ρ/
√

2 , x2
1 + x2

2 + x2
3 = ρ2/2

}

.

Therefore, we can compute

J(ρ) = e−r2(ρ2+2)
(

e
√

2r2ρ + e−
√

2r2ρ
)

∫

x2
1+x2

2+x2
3=ρ2/2

e2r2x1 dH 2

=: e−r2(ρ2+2)
(

e
√

2r2ρ + e−
√

2r2ρ
)

K(ρ) .

We use the spherical coordinates (θ, φ) → (cos θ, sin θ sin φ, sin θ cosφ) to compute

K(ρ) =
ρ2

2

∫ π

0

e−
√

2r2ρ cos θ 2π sin θ dθ =
πρ√
2r2

∫ π

0

e−
√

2r2ρ cos θ
(
√

2r2ρ sin θ
)

dθ

=
πρ√
2r2

e−
√

2r2ρ cos θ
∣

∣

∣

π

0
=

πρ√
2r2

[

e
√

2r2ρ − e−
√

2r2ρ
]

.

Hence, we conclude

J(ρ) =
πρ√
2r2

e−r2(ρ2+2)
(

e
√

2r2ρ + e−
√

2r2ρ
)(

e
√

2r2ρ − e−
√

2r2ρ
)

=
πρ√
2r2

e−r2(ρ2+2)
(

e2
√

2r2ρ − e−2
√

2r2ρ
)

=
πρ√
2r2

(

e−r2(ρ−
√

2)2 − e−r2(ρ+
√

2)2
)

.

Therefore,

I(r) =
π√
2r2

[
∫ ∞

0

e−r2(ρ−
√

2)2ρ dρ−
∫ ∞

0

e−r2(ρ+
√

2)2ρ dρ

]

=
π√
2r2

[
∫ ∞

−
√

2

e−r2t2(t+
√

2) dt−
∫ ∞

√
2

e−r2t2(t−
√

2) dt

]

=
π√
2r2

{

∫

√
2

−
√

2

e−r2t2t dt+
√

2

[
∫ ∞

−
√

2

e−r2t2 dt+

∫ ∞

√
2

e−r2t2 dt

]

}

=
π

r2

[

∫ ∞

−
√

2

e−r2t2 dt+

∫ −
√

2

−∞
e−r2t2 dt

]

=
π3/2

r3
.

This concludes the proof. �

2. Part A of Preiss’ strategy

The aim of this section is to prove Lemma 6.6. In order to do this, it is very convenient
to use the metric d on the space of measures M introduced in Proposition 2.6, which induces
the topology of the weak∗ convergence on bounded subsets of M.
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Proof of Lemma 6.6. It is enough to prove that the following condition holds for
µ–a.e. a:

(R) If ν ∈ Tanm(µ, a) and x ∈ supp (ν) then νx,1 ∈ Tanm(µ, a).

Indeed, let a be a point where (R) holds and fix b ∈ Rn, ζ ∈ Tan(µ, a), and r > 0.
Note that ν := r−mζ0,r ∈ Tanm(µ, a) and that r−mζb,r = νb/r,1. Hence, applying (R) to
x = b/r ∈ supp (ν), we conclude that r−mζb,r ∈ Tanm(µ, x).

In order to prove (R), for every k, j ∈ N we define

Ak,j :=

{

a ∈ R
n : ∃νa ∈ Tanm(µ, a) and xa ∈ supp (νa) such that

d
(

r−mµa,r, ν
a
xa,1

)

≥ 1

k
∀r < 1

j

}

.

Clearly it suffices to show that µ(Ak,j) = 0. We argue by contradiction and assume that
µ(Ak,j) > 0 for some k and j. For some R > 0 we have that the set

Bk,j := Ak,j ∩
{

a : R−1 < θm
∗ (µ, a) = θ∗m(µ, a) ≤ R

}

has positive measure. We drop the indices from Bk,j and we consider the set

S :=
{

νa
xa,1

}

a∈B
.

Note that S is a set of uniformly locally bounded measures. Indeed recall that νa
xa,1(Br(0)) =

νa(Br(0)) = θ(µ, a)rm.
We cover S with a countable family of sets Gi of type

Gi :=

{

ζ : d(ζ, ζi) <
1

4k

}

.

Clearly for some i we have

µ
(

{

a ∈ B : νa
xa,1 ∈ Gi

}

)

> 0 .

Therefore, if set A := Gi, we have that

• µ(A) > 0;

• For every a ∈ A there exists νa ∈ Tanm(a, µ) with

d
(

r−mµa,r, ν
a
xa,1

)

≥ 1

k
for every r <

1

j
(6.6)

and

d
(

νa
xa,1, ν

b
xb,1

)

<
1

2k
for every a, b ∈ A. (6.7)

We choose:

• a ∈ A such that

lim
r↓0

µ(A ∩Br(a))

µ(Br(a))
= 1 ; (6.8)

• ri ↓ 0 such that

r−m
i µa,ri

∗
⇀ νa ; (6.9)
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• ai ∈ A such that
∣

∣ai − (a + rixa)
∣

∣ < dist (a+ rixa, A) +
ri

i
. (6.10)

Note that

lim
i↑∞

dist (a+ rixa, A)

ri

= 0 . (6.11)

Indeed, if we had

lim sup
i↑∞

dist (a+ rixa, A)

ri

> c ,

then from (6.8) we would obtain νa(Bc(0)) = 0, which is clearly a contradiction to θm
∗ (µ, a) >

0.
Note that

r−m
i µai,r =

(

r−m
i µa,ri

)

ai−a

ri
,1

∗
⇀ νa

xa,1 .

Therefore, for ri < j−1 sufficiently small we have

d
(

νa
xa,1, r

−m
i µai,ri

)

<
1

2k
. (6.12)

On the other hand, since ai ∈ A we have

1

k
< d

(

νai
xai

,1, r
−m
i µai,ri

)

. (6.13)

From the triangle inequality we obtain

d
(

νai
xai

,1, r
−m
i µai,ri

)

≤ d
(

νai
xai

,1, ν
a
xa,1

)

+ d
(

νa
xa,1, r

−m
i µai,ri

)

. (6.14)

From (6.12) we find that the second summand in the right hand side of (6.14) is strictly less
than (2k)−1. The same inequality holds for the first summand in view of (6.7). Therefore,
we conclude

d
(

νai
xai ,1

, r−m
i µai,ri

)

<
1

k
which contradicts (6.13). �

Proof of Theorem 6.8. Note that at a point x where Corollary 6.5 and Lemma 6.6
hold, we conclude that the weak∗ closure of Tanm(µ, x) contains a measure of type ν =
θ(µ, x)H m V where V is an m–dimensional linear plane. Now, from the definition it
follows that Tanm(µ, x) is a weak∗ closed set. This completes the proof. �

3. Part B of Preiss’ strategy: Three main steps

We begin by stating a definition of the tangent measures at infinity which is obtained by
a scaling procedure which is the opposite of a blow up, namely a “blow down” of the original
measure.

Definition 6.15. Let α ∈ R+ and µ be a locally finite measure. Then we define
Tanα(µ,∞) as the set of measures ν such that there exists ri ↑ ∞ with

µ0,ri

rα
i

∗
⇀ ν .
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Note that when µ ∈ Um(Rn), the family of measures
{ µr

rm

}

r>0

is locally uniformly bounded. Therefore, for every sequence {ri} ↑ ∞ we can extract a

subsequence ri(j) such that r−m
i(j)µ0,ri(j)

∗
⇀ ν for some measure ν.

In Chapter 7 we will show that m–uniform measures have a unique tangent measure at
infinity. Proposition 6.16 below provides the precise statement.

Proposition 6.16. If ν ∈ Um(Rn), then there exists ζ ∈ Um(Rn) such that Tanm(ν,∞) =
{ζ}.

This proposition means that the whole family of measures {r−mν0,r}r>0 converges to ζ as
r ↑ ∞. Therefore, we will speak of the tangent measure at infinity to ν. Such a uniqueness
property yields that the measure ζ is, in some sense, a “cone” and therefore it will enable
us to draw many useful conclusions about its structure.

Definition 6.17. We say that a measure ν ∈ Um(Rn) is flat at infinity if the tangent
measure at infinity is flat.

In Chapter 8 we will show that, if ν ∈ Um(Rn) and its tangent measure at infinity is
sufficiently close to a flat measure, then ν is flat at infinity. More precisely we will prove the
following:

Proposition 6.18. There exists a constant ε > 0 which depends only on m and n such
that:

• If ν ∈ Um(Rn), {ζ} = Tanm(ν,∞), and

min
V ∈G(m,n)

∫

B1(0)

dist2 (x, V ) dζ(x) ≤ ε ,

then ζ is flat.

Finally in the last chapter we will prove the following proposition.

Proposition 6.19. If ν ∈ Um(Rn) is flat at infinity, then ν is flat.

4. From the three main steps to the proof of Theorem 6.10

In this section we will show how Theorem 6.10 follows from the three Propositions of the
previous section. In order to do this we will need the following lemma.

Lemma 6.20. Let ϕ ∈ Cc(R
n) and consider the functional F : M(Rn) → R given by

F (µ) := min
V ∈G(m,n)

∫

ϕ(z) dist2 (z, V ) dµ(z) .

Then F (µi) → F (µ) if µi
∗
⇀ µ.

Fix ϕ ∈ Cc(B2(0)) such that 0 ≤ ϕ ≤ 1 and ϕ = 1 on B1(0). From the very definition
of the functional F , a measure µ ∈ Um(Rn) is flat if and only if F (µ) = 0. The idea of the
proof of Theorem 6.10 is then the following. Assume by contradiction that there exists a
point x where a tangent measure α is flat and another tangent measure ν is not flat. Let χ
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be the measure tangent at infinity to ν. Then from Proposition 6.19 we conclude that χ is
not flat and from Proposition 6.18 we obtain that F (χ) > ε. On the other hand F (α) = 0.
Define

f(r) := F
(

r−mµ0,r

)

.

Note that there exist rk ↓ 0 and sk ↓ 0 such that r−m
k µx,rk

∗
⇀ α and s−m

k µx,sk

∗
⇀ χ.

Hence, from Lemma 6.20 we conclude that f(rk) ↓ 0 and lim supk f(sk) > ε. On the other
hand, Lemma 6.20 implies that f is continuous. Therefore, the function f should have the
oscillatory behavior sketched in Figure 1.

r

ε

σk rk

Figure 1. The graph of f

Clearly f(rk) will be below ε, for k large enough. Denote by σk the first point where f

reaches again the level ε. One can show that rk/σk ↑ ∞. If we assume that σ−m
k µx,σk

∗
⇀ ξ

for some measure ξ, the condition rk/σk ↑ ∞ implies that there exists a sequence of points
θk ∈ [σk, rk] such that θ−m

k µx,θk
converges to the tangent measure to ξ at infinity. Since

f(σk) = ε, ξ cannot be flat. On the other hand, since f(θk) ≤ ε, Proposition 6.18 implies
that the tangent measure to ξ at infinity is flat. Therefore, we find a contradiction to
Proposition 6.19.

We will give the details of this argument after proving Lemma 6.20.

Proof of Lemma 6.20. First of all, let Vi be such that

F (µi) :=

∫

ϕ(z) dist2 (z, Vi) dµi .

Up to subsequences we can assume that Vi converges to an m–dimensional plane V∞. There-
fore, the functions ϕ(·) dist2 (·, Vi) converge uniformly to ϕ(·) dist2 (·, V∞) and we find that

lim
i↑∞

∫

ϕ(z) dist2 (z, Vi) dµi =

∫

ϕ(z) dist2 (z, V∞) dµ .

This implies that

lim inf
i↑∞

F (µi) ≥ F (µ) .

Finally, let V be an m–dimensional plane such that

F (µ) =

∫

ϕ(z) dist2 (z, V ) dµ .
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Since

lim
i↑∞

∫

ϕ(z) dist2 (z, V ) dµi =

∫

ϕ(z) dist2 (z, V ) dµ ,

we conclude that
lim sup

i↑∞
F (µi) ≤ F (µ) .

This concludes the proof. �

Proof of Theorem 6.10. We argue by contradiction and we fix a point x such that

• Tan(µ, x) ⊂ θ(µ, x)Um(Rn);
• There exists ν ∈ Tan(µ, x) such that ν/θ(µ, x) is flat;
• There exists ζ ∈ Tan(µ, x) such that ν/θ(µ, x) is not flat.

Without loss of generality we can assume that θ(µ, x) = 1.
Now, let χ be the tangent measure to ν at infinity and fix a nonnegative ϕ ∈ Cc(B2(0))

such that ϕ = 1 on B1(0). Proposition 6.18 and Proposition 6.19 give that

F (χ) > ε . (6.15)

Note that χ ∈ Tan(µ, x). Now we fix rk ↓ 0 and sk ↓ 0 such that
µx,rk

rm
k

∗
⇀ ν

µx,sk

sm
k

∗
⇀ χ .

We can also assume that sk < rk. Define

f(r) := F
(

r−mµ0,r

)

.

Since ν is flat, from Lemma 6.20 we have

lim
rk↓0

f(rk) = F (ν) = 0 .

Hence, for rk sufficiently small, we have

f(rk) < ε . (6.16)

On the other hand, since
lim
sk↓0

f(sk) = F (χ) > ε ,

for sk sufficiently small we have
f(sk) > ε . (6.17)

From Lemma 6.20 we conclude that f is a continuous function of r. Hence, we can fix
σk ∈ [sk, rk] such that f(σk) = ε and f(r) ≤ ε for r ∈ [σk, rk]. By compactness there exists
a subsequence of {σk}, not relabeled, such that σ−m

k µx,σk
converges weakly∗ to a measure

ξ ∈ Um(Rn). Clearly,
F (ξ) = lim

σk↓0
f(σk) = ε .

Hence, ξ cannot be flat. Now, note that rk/σk → ∞. Indeed, if for some subsequence, not
relabeled, we had that rk/σk converges to a constant C (necessarily larger than 1), we would
conclude that

ξ0,C

Cm
= ν

and hence ξ would be flat.
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Next, note that for any given R > 0 we have

(Rσk)
−mµx,Rσk

∗
⇀ R−mξ0,R .

Hence,
F
(

ξ0,R

)

= lim
k↑∞

f(Rσk) .

If R ≥ 1 we have Rσk ≥ σk. Moreover, since rk/σk → ∞, we conclude that Rσk ∈ [σk, rk]
whenever k is large enough. Therefore, we conclude that

F
(

R−mξ0,R

)

≤ ε for every R ≥ 1.

Let ψ be the tangent measure at infinity to ξ. Then

F (ψ) = lim
R↑∞

F
(

R−mξ0,R

)

≤ ε .

Applying Proposition 6.18 we conclude that ψ is flat, and hence from Proposition 6.19 we
conclude that ξ is flat, which is a contradiction. �



CHAPTER 7

Moments and uniqueness of the tangent measure at infinity

In this chapter we will prove Proposition 6.16, that is the uniqueness of tangent measures
at infinity for m–uniform measures. For the reader’s convenience we state again Proposition
6.16 below.

Proposition 7.1. If µ ∈ Um(Rn), then there exists ζ ∈ Um(Rn) such that Tanm(µ,∞) =
{ζ}.

A first easy remark, which will be used many times in subsequent chapters, is that the
condition of m–uniformity of the measure µ allows us to compute

∫

ϕdµ for radial ϕ’s,
without any further information on µ. This is stated more precisely in the following lemma.

Lemma 7.2. Let ϕ : R → R+ be a Borel function, µ an m–uniform measure and y a
point in the support of µ. Then

∫

Rn

ϕ(|x|) dµ(x) =

∫

Rn

ϕ(|x− y|) dµ(x) =

∫

Rm

ϕ(|z|) dL m(z) . (7.1)

Proof. Denote by Br(y) the n–dimensional ball of radius r centered at y ∈ Rn and by

B̃r(z) the m–dimensional ball of radius r centered at z ∈ Rm. Since µ(Br(0)) = µ(Br(y)) =
ωmr

m = L m(B̃r(0)), the identity (7.1) is clear when ϕ is piecewise constant. Therefore, a
standard density argument gives (7.1) in the general case. �

Next we introduce a normalization of the measures r−mµ0,r: Namely we multiply them
by a Gaussian.

Definition 7.3. Let µ ∈ Um(Rn). Then we set µr := r−me−|·|2µ0,r, that is, for every
Borel function we have

∫

ϕ(x)dµr(x) = r−m

∫

e−
|x|2

r2 ϕ
(x

r

)

dµ(x) .

Note that if ν ∈ Tanm(µ, x) and ri ↑ ∞ is a sequence such that

r−m
i µ0,ri

∗
⇀ ν ,

then µri

∗
⇀ e−|·|2ν. Therefore, the tangent measure to µ at infinity is unique if and only if

the measures µr have a unique limit for r ↑ ∞.

Moments. Since µ ∈ Um(Rn), it is not difficult to check that for every polynomial P the
function

FP (r) :=

∫

P (z) dµr(z)

67
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is uniformly bounded. Assume we could prove the existence of the following limit for every
polynomial P :

lim
r↑∞

FP (r) . (7.2)

We then would have that, if ζ and ξ are tangent measures at infinity to µ, then
∫

e−|z|2P (z) dζ(z) =

∫

e−|z|2P (z) dξ(z)

for every polynomial P . This is enough to conclude that the measures ζ and ξ coincide.
Therefore, our goal is to prove the existence of the limits (7.2). In order to do this we

introduce the following notation.

Definition 7.4 (Moments). Let µ ∈ Um(Rn), u1, . . . , uk ∈ Rn, and s ∈ R+. Then we
define

I(s) :=

∫

e−s|z|2 dµ(z)

bµk,s(u1, . . . , uk) :=
(2s)k

k!
I(s)−1

∫

〈z, u1〉〈z, u2〉 . . . 〈z, uk〉 e−s|z|2 dµ(z) .

The reader will recognize that bµk,s(u1, . . . , uk) is closely related to FP (s−1/2) when we
choose P (z) = 〈z, u1〉〈z, u2〉 . . . 〈z, uk〉. Since, for each fixed k, the space of k–linear forms on
Rn is a real vector space of finite dimension, we consider on it the standard topology. Under
this convention, the limits

lim
s↓0

s−N/2bµN,s (7.3)

exist if and only if (7.2) exists. Hence, our final goal is the following:

Proposition 7.5. If µ ∈ Um(Rn), then the limits (7.3) exist.

The moments bµN,s are, in a certain sense, generalizations of the barycenter

br(µ) = r−m

∫

Br(0)

z dµ(z) ,

defined in (3.17) and used in Section 3 to study α–uniform measures. One sees immediately
the convenience of multiplying by a Gaussian, which allows to integrate over the whole Rn.
However, we will see soon that this is not the only reason for choosing the Gaussian: This
choice will play an important role in many algebraic computations.

Note that, thanks to Lemma 7.2, I(s) is independent of the measure µ. This is not the
case for the k–linear forms bµk,s. However we will drop the superscript when the measure µ
is clear from the context.

Taylor expansion. In Lemma 7.6 below, we will make use of the following notation

bµk,s(x
k) := bµk,s(x, x, . . . , x) .

A similar notation will be used whenever we will deal with k–linear forms. The existence of
the limits (7.3) follow from a key calculation involving moments, stated in point (b) of the
following lemma.

Lemma 7.6 (Taylor expansion 1). Let µ ∈ Um(Rn). Then
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(a) There exists a dimensional constant C (depending only on m) such that

∣

∣bk,s(u1, . . . , uk)
∣

∣ ≤ C
2kkk/2

k!
sk/2|u1| . . . |uk| . (7.4)

(b) For every q ∈ N there exists a constant C such that
∣

∣

∣

∣

∣

2q
∑

k=1

bk,s(x
k) −

q
∑

k=1

sk|x|2k

k!

∣

∣

∣

∣

∣

≤ C
(

s|x|2
)q+ 1

2 for every x ∈ supp (µ). (7.5)

Let us adopt the convention b0,s(x
0) = 1. Then, for s|x|2 < 1, point (b) can be formally

rewritten as
∞
∑

k=0

bk,s(x
k) = es|x|2 for every x ∈ supp (µ). (7.6)

What follows is the “formal” computation that leads to (7.6), which will be rigorously
justified in Section 2:

∞
∑

k=0

bk,s(x
k) =

∞
∑

k=0

I(s)−1

∫

(2s〈z, x〉)k

k!
e−s|z|2 dµ(z)

= I(s)−1

∫

[ ∞
∑

k=0

(2s〈z, x〉)k

k!

]

e−s|z|2 dµ(z) = I(s)−1

∫

e2s〈z,x〉−s|z|2 dµ(z)

= I(s)−1es|x|2
∫

e−s|x|2+2s〈z,x〉−s|z|2 dµ(z) = es|x|2I(s)−1

∫

e−s|z−x|2 dµ(z) .

Actually this computation turns out to be valid for every x ∈ Rn. When in addition we have
x ∈ supp (µ), Lemma 7.2 gives

∫

e−s|z−x|2 dµ(z) =
∫

e−s|z|2 dµ(z) = I(s), and hence (7.6).
Point (b) of Lemma 7.6 is the starting point of next proposition.

Proposition 7.7 (Taylor expansion 2). Let µ ∈ Um(Rn). Then for j, k ∈ N there exist

symmetric k–linear forms b
(j)
k such that:

For all q ∈ N we have bµk,s =

q
∑

j=1

sjb
(j)
k

j!
+ o(sq) ; (7.7)

b
(j)
k = 0 if k > 2j ; (7.8)

2q
∑

k=1

b
(q)
k (xk) = |x|2q for all q ∈ N and all x ∈ supp (µ). (7.9)

This proposition concludes the proof of the uniqueness of the tangent measure at infinity.
Indeed, according to all that has been discussed so far, we just need to show the existence
of the limit (7.3), which is a trivial consequence of (7.7) and (7.8).

When we have to specify the dependence of the form b
(j)
k on the measure µ we will write

b
µ,(j)
k . In order to visualize the relation between (7.6) and (7.9), we will use the table below.

Clearly, the first row gives the Taylor expansion of es|x|2 − 1. When x ∈ supp (µ), the same
is true for the first column, according to (7.6). Moreover, according to (7.7) and (7.8),
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the interior rows are the expansions of bk,s(x
k). Therefore, the interior columns must be

“expansions” of sk|x|2k/k! when x ∈ supp (µ).

· · · · · · · · · · · · · · · · · · · · ·

b5,s(x
5) 0 0 s3

3!
b
(3)
5 (x5) s4

4!
b
(4)
5 (x5) s5

5!
b
(5)
5 (x5) · · ·

b4,s(x
4) 0 s2

2!
b
(2)
4 (x4) s3

3!
b
(3)
4 (x4) s4

4!
b
(4)
4 (x4) s5

5!
b
(5)
4 (x4) · · ·

b3,s(x
3) 0 s2

2!
b
(2)
3 (x3) s3

3!
b
(3)
3 (x3) s4

4!
b
(4)
3 (x3) s5

5!
b
(5)
3 (x3) · · ·

b2,s(x
2) sb

(1)
2 (x2) s2

2!
b
(2)
2 (x2) s3

3!
b
(3)
2 (x2) s4

4!
b
(4)
2 (x2) s5

5!
b
(5)
2 (x2) · · ·

b1,s(x) sb
(1)
1 (x) s2

2!
b
(2)
1 (x) s3

3!
b
(3)
1 (x) s4

4!
b
(4)
1 (x) s5

5!
b
(5)
1 (x) · · ·

es|x|2 − 1 s|x|2 s2

2!
|x|4 s3

3!
|x|6 s4

4!
|x|8 s5

5!
|x|10 · · ·

Plan of the chapter. In section 1 we will show how Proposition 7.7 implies Proposition
7.1. In section 2 we will prove Lemma 7.6. Finally, in section 3 we will use Lemma 7.6 to
prove Proposition 7.7.

1. From Proposition 7.7 to the uniqueness of the tangent measure at infinity

From Proposition 7.7 to Proposition 7.1. From Proposition 7.7 we observe that:

• If N is odd, then

lim
s↓0

bN,s(x1, . . . , xN)

sN/2
= 0

• For any k ∈ N

lim
s↓0

b2k,s(x1, . . . , x2k)

sk
= b

(k)
2k (x1, . . . , x2k) .

In both cases we conclude that the limits

lim
s↓0

bN,s(x1, . . . , xN )

sN/2

exist. Recall that

bN,s(u1, . . . , uN) =
(2s)N

N !
I(s)−1

∫

〈z, u1〉〈z, u2〉 . . . 〈z, uN〉e−s|z|2 dµ(z) ,

where

I(s) =

∫

e−s|z|2 dµ(z) .
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From Lemma 7.2 and Proposition B.1 we have

I(s) =

∫

e−s|z|2 dL m(z) =
1

sm/2

∫

e−|z|2 dL m(z) =
(π

s

)m/2

.

Therefore

bN,s(u1, . . . , uN)

sN/2
= C(N,m)sN/2−m/2

∫

〈z, u1〉〈z, u2〉 . . . 〈z, uN〉e−s|z|2 dµ(z) ,

where C(N,m) is a positive dimensional constant, independent of s. If we define r := s1/2

we obtain

bN,s(u1, . . . , uN)

sN/2
=

C(N,m)rN

rm

∫

〈z, u1〉 . . . 〈z, uN〉e−r2|z|2 dµ(z)

=
C(N,m)

rm

∫

〈rz, u〉 . . . 〈rz, uN〉e−|rz|2 dµ(z)

= C(N,m)

∫

〈x, u1〉 . . . 〈x, uN〉e−|x|2 d
[µ0,r

rm

]

(x) .

Therefore, we conclude that the limits (7.2) exist whenever P is a polynomial of the form
〈u1, ·〉 . . . 〈uN , ·〉.

Let {rk} and {sk} be two sequences of real numbers such that

• rk ↑ ∞, sk ↑ ∞;
• r−m

k µx,rk

∗
⇀ ν1, s−m

k µx,sk

∗
⇀ ν2.

We set ν̃1 := e−|·|2ν1 and ν̃2 := e−|·|2ν2. Clearly,

µrk

∗
⇀ ν̃1 µsk

∗
⇀ ν̃2 .

Note that for any j ∈ N and ε > 0 there exists M > 0 such that
∫

Rn\BM (0)

|u|jdµr(z) ≤ ε .

Therefore, we conclude that

lim
rk↓0

∫

〈z, u〉j dµrk
(z) =

∫

〈z, u〉j dν̃1(z)

lim
sk↓0

∫

〈z, u〉j dµsk
(z) =

∫

〈z, u〉j dν̃2(z) .

Hence, following the previous discussion, we conclude that
∫

〈z, u〉j dν̃1(z) =

∫

〈z, u〉j dν̃2(z) . (7.10)

This implies that for every polynomial P in n variables we have
∫

e−|z|2P (z) dν1(z) =

∫

e−|z|2P (z) dν2(z) . (7.11)

Using the expansion

e−a|z|2 =
∞
∑

i=0

(

−√
a|z|2

)i

i!
,
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one also obtains the equality
∫

e−(1+a)|z|2P (z) dν1(z) =

∫

e−(1+a)|z|2P (z) dν2(z) (7.12)

for every nonnegative a. Therefore, a density argument like that used in Step 2 of the proof
of Proposition 6.11 (see also Lemma 6.14) gives ν1 = ν2. We include it below for the reader’s
convenience.

Clearly it suffices to show
∫

ϕ(z) dν1(z) =

∫

ϕ(z) dν2(z) (7.13)

for every ϕ ∈ Cc(R
n). Let B be the vector space generated by functions of the form

b+ e−(1+a)|z|2P (z) ,

where a ≥ 0, b ∈ R and P is a polynomial. To prove (7.13), it suffices to show the following:

(D) For every compactly supported function ψ ∈ C(Rn) there exists a sequence {ψi} ⊂ B
which converges uniformly to ψ.

Indeed assume (D), fix ϕ ∈ Cc(R
n), and choose {ψi} ⊂ B which converges uniformly to

ψ := e|·|
2
ϕ. Then we have

∫

e−|z|2ψi(z) dν
1(z) =

∫

e−|z|2ψi(z) dν
2(z) . (7.14)

Since {ψi} is uniformly bounded, we let i ↑ ∞ in (7.14) to obtain (7.13).
In order to show (D), fix ψ ∈ Cc(R

n), denote by Sn the usual one–point compactification

of Rn, and denote by ψ̃ ∈ Cc(S
n) the unique continuous extension of ψ. For every χ ∈ B

there exists as well a unique extension χ̃ ∈ Cc(S
n). Denote by B̃ the vector space of such

extensions. Then B̃ is an algebra of continuous functions on a compact space, it separates the
points, and it vanishes at no point. Therefore, we can apply the Stone–Weierstrass Theorem
to conclude that there exists a sequence {ψ̃i} ⊂ B̃ which converges uniformly to ψ̃. The
corresponding sequence {ψi} ∈ B also converges uniformly to ψ. This concludes the proof
of (D) and of the proposition. �

2. Elementary bounds on bk,s and the expansion (7.5)

Proof of Lemma 7.6. (a) Recall that

bk,s(u1, . . . , uk) =
(2s)k

k!
I(s)−1

∫

〈z, u1〉 . . . 〈z, uk〉e−s|z|2 dµ(z) .

Hence, we obtain

∣

∣bk,s(u1, . . . , uk)
∣

∣ ≤ |u1| . . . |uk|
(2s)k

k!
I(s)−1

∫

|z|ke−s|z|2dµ(z) .
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Recall the computation already performed in the proof of Proposition 7.1: From Lemma 7.2
and Proposition B.1 we have

I(s) :=

∫

e−s|z|2 dµ(z) =

∫

e−s|z|2dL m(z)

= s−m/2

∫

e−|z|2 dL m(z) =
(π

s

)m/2

. (7.15)

Therefore

(2s)k

k!
I(s)−1

∫

|z|ke−s|z|2dµ(z) =
2k

πm/2k!
sk/2

∫

|s1/2z|ke−|s1/2z|2 d
[

sm/2µ(z)
]

. (7.16)

Using Lemma 7.2 and changing variables we obtain
∫

|s1/2z|ke−|s1/2z|2 d
[

sm/2µ(z)
]

=

∫

|s1/2z|ke−|s1/2z|2 d
[

sm/2
L

m(z)
]

=

∫

|z|ke−|z|2 dL m(z) . (7.17)

From (B.4) and (B.6) of Proposition B.1 we obtain
∫

|z|ke−|z|2 dL m(z) ≤ C(m)kk/2 , (7.18)

where C(m) is a dimensional constant that depends only on m.
Hence, (7.15), (7.16), (7.17), and (7.18) give the bound (7.4).

(b) When s|x|2 ≥ 1, we can use the following rough bounds:
∣

∣

∣

∣

∣

2q
∑

k=1

bk,s(x
k) −

q
∑

k=1

sk|x|2k

k!

∣

∣

∣

∣

∣

≤
∣

∣

∣

∣

∣

2q
∑

k=1

bk,s(x
k)

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

q
∑

k=1

sk|x|2k

k!

∣

∣

∣

∣

∣

(7.4)

≤ C(m)
(

s|x|2
)q+1/2

∞
∑

k=1

2kkk/2

k!
+
(

s|x|2
)q+1/2

∞
∑

k=1

1

k!

≤ C1(m)
(

s|x|2
)q+1/2

,

where here we have used the summability of the series

∞
∑

k=1

2kkk/2

k!
,

which follows from Stirling’s formula k! ≥ Ckke−k. Note that in this case we do not need
the condition x ∈ supp (µ). On the other hand, such a condition is crucial when s|x|2 < 1.

First of all, note that
∞
∑

k=0

sk|x|2k

k!
= es|x|2 .
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More precisely:

∣

∣

∣

∣

∣

es|x|2 −
q
∑

k=0

sk|x|2k

k!

∣

∣

∣

∣

∣

=

∞
∑

k=q+1

sk|x|2k

k!

≤ sq+1|x|2q+2
∞
∑

k=0

1

k!
= esq+1|x|2q+2 . (7.19)

By the bounds (7.4) it turns out that, for s|x|2 < 1,

∞
∑

k=1

∣

∣bk,s(x
k)
∣

∣ ≤
∞
∑

k=1

C
2kkk/2

k!
sk/2|x|k ≤ C

∞
∑

k=1

2kkk/2

k!
.

We already observed in the previous step that the last series is summable. Therefore, we
conclude that

∞
∑

k=1

bk,s(x
k)

is summable for s|x|2 < 1. Moreover, we can estimate

∣

∣

∣

∣

∣

∞
∑

k=1

bk,s(x
k) −

2q
∑

k=1

bk,s(x
k)

∣

∣

∣

∣

∣

≤
∞
∑

k=2q+1

∣

∣bk,s(x
k)
∣

∣ ≤
∞
∑

k=2q+1

2kkk/2

k!
sk/2|x|k

≤ (s|x|2)q+1/2
∞
∑

k=1

2kkk/2

k!
≤ C(s|x|2)q+1/2 . (7.20)

Let us fix the convention that b0,s(x
0) := 1. Then, from (7.19) and (7.20) it follows that the

proof is complete provided we show the equality

∞
∑

k=0

bk,s(x
k) = es|x|2 (7.21)

for every s ∈ R+ and x ∈ Rn such that s|x|2 < 1 and x ∈ supp (µ).
From (7.20) and from the definition of bk,s we have

∞
∑

k=0

bk,s(x
k) = lim

q↑∞

q
∑

k=0

I(s)−1

∫

(2s〈z, x〉)k

k!
e−s|z|2 dµ(z) .

Note that
∣

∣

∣

∣

∣

q
∑

k=0

(2s〈z, x〉)k

k!
e−s|z|2

∣

∣

∣

∣

∣

≤ e−s|z|2
q
∑

k=0

(2s|z||x|)k

k!
≤ e−s(|z|2+2|z||x|) .
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Since f(·) = e−s(|·|2+2|·||x|) ∈ L1(µ), by the Dominated Convergence Theorem we conclude
∞
∑

k=0

bk,s(x
k) = I(s)−1

∫

[ ∞
∑

k=0

(2s〈z, x〉)k

k!

]

e−s|z|2 dµ(z) = I(s)−1

∫

e2s〈z,x〉−s|z|2 dµ(z)

= I(s)−1es|x|2
∫

e−s|x|2+2s〈z,x〉−s|z|2 dµ(z)

= es|x|2I(s)−1

∫

e−s|z−x|2 dµ(z) . (7.22)

Since x ∈ supp (µ), from Lemma 7.2 we obtain
∫

e−s|z−x|2 dµ(z) =

∫

e−s|z|2 dµ(z) = I(s) .

Hence, from (7.22) we conclude (7.21). This completes the proof. �

3. Proof of Proposition 7.7

Before coming to the proof of Proposition 7.7, we introduce some notation.

Definition 7.8. We denote by
⊙k

Rn the vector space of symmetric k–tensors on Rn.
When u1, . . . , uk ∈ R

n we denote by u1 ⊙ . . . ⊙ uk their symmetric tensor product, that is,
the tensor

1

k!

∑

σ∈Gk

uσ(1) ⊗ . . .⊗ uσ(k) ,

where Gk denotes the group of permutations of {1, . . . , k}. We use the shorthand uk when
u1 = . . . = uk = u.

For each s we can regard bk,s as an element of Hom (
⊙k

Rn,R) and therefore we consider

the map s→ bk,s as a curve in Hom(
⊙k

Rn,R).

Definition 7.9. For every pair of positive integers k, n we define Xk,n as the direct sum

Rn ⊕⊙2
Rn ⊕ . . .⊕⊙k

Rn .

We denote by Pj the canonical projection of Xk,n on
⊙j

Rn.

We can extend bk,s to a linear functional on X2q,n by setting bk,s|Jj
Rn = 0 for every

j 6= k. Therefore, the map s→∑2q
k=1 bk,s can be considered as a curve in Hom (X2q,n,R).

Remark 7.10. On every
⊙k

Rn there exists a unique scalar product 〈·, ·〉k such that

〈u1 ⊙ . . .⊙ uk, v1 ⊙ . . .⊙ vk〉k = 〈u1, v1〉 . . . 〈uk, vk〉 .
Definition 7.11. Let k and n be positive integers. We define on Xk,n the scalar product

〈〈 ·, ·〉〉 as

〈〈u, v〉〉 :=
k
∑

j=1

2j〈Pj(u), Pj(v)〉j
j!

.

Moreover, we set ‖u‖ := 〈〈 u, u〉〉 and for every linear subspace V ⊂ X we denote by V ⊥ the
orthogonal subspace

V ⊥ :=
{

x ∈ X : 〈〈x, v〉〉 = 0 ∀v ∈ V
}

.
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We are now ready to give a brief outline of the proof of Proposition 7.7. The core of this
Proposition is the Taylor expansion (7.7). Let q ∈ N. Roughly speaking (7.5) determines
(up to order q) the Taylor expansion of the function f(s) =

∑2q
i=1 bk,s(x

k) when x ∈ supp (µ).
Here it is convenient to introduce the multilinear notation, in order to consider the map

s → bs =

2q
∑

k=1

bk,s ∈ Hom (X2q,n,R) .

as a curve of linear operators acting on the tensor space X = X2q,n. Therefore, (7.5) gives
the expansion

bs(x+ x2 + . . .+ x2q) =

q
∑

k=1

sk|x|2k

k!
+ ‖x‖2q+1o(sq) (7.23)

whenever x belongs to supp (µ). By linearity, this determines the values of bs on the vector
space V generated by {x + x2 + . . . + x2q : x ∈ supp (µ)}. The tensor notation gives a
concise way to express this. Indeed it is not difficult to see that there exists a unique smooth
curve

[0,∞[ ∋ s → ωs ∈ Hom (X,R)

such that ωs(y
j) = 0 if j is odd and ωs(y

2k) = sk|y|2k/k!. Therefore, (7.23) can be written
as bs|V = ωs|V + o(sq).

Another key remark is that, for each s, there exists a subspace Fs such that the linear
functional bs vanishes on Fs and V ⊕ Fs = X. Such an Fs is given by an explicit formula in
(7.28). If we denote by Qs the projection of X over V along Fs, then we have bs = bs|V ◦Qs =
ωs ◦Qs +o(sq). Hence, we just need to show that the curve of operators s→ Qs has a Taylor
expansion around s = 0. Indeed, using the formula (7.28), we will show that this curve is
analytic in a neighborhood of 0.

Proof of Proposition 7.7. First of all, note that (7.8) follows directly from (7.7) and
point (a) of Lemma 7.6. Similarly (7.9) follows as well from (7.7) and point (b) of Lemma
7.6. Indeed fix q ∈ N. From (7.5) we have

∣

∣

∣

∣

∣

2q
∑

k=1

bk,s(x
k) −

q
∑

k=1

sk|x|2k

k!

∣

∣

∣

∣

∣

≤ C
(

s|x|2
)q+ 1

2 for every x ∈ supp (µ). (7.24)

From (7.7) we have

bk,s(x
k) =

q
∑

j=1

sjb
(j)
k (xk)

j!
+ o(sq) (7.25)

for every x ∈ Rn. Therefore, for any fixed x ∈ supp (µ), recalling (7.8) we can write
∣

∣

∣

∣

∣

s
(

b
(1)
1 (x) + b

(1)
2 (x2) − |x|2

)

+
s2

2!

(

b
(2)
1 (x) + b

(2)
2 (x2) + b

(2)
3 (x3) + b

(2)
4 (x4)

)

+ . . .+
sq

q!

(

2q
∑

i=1

b
(q)
i (xi) − |x|2q

)
∣

∣

∣

∣

∣

= o(sq) . (7.26)
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For q = 1 we have
∣

∣

∣
b
(1)
1 (x) + b

(1)
2 (x2) − |x|2

∣

∣

∣
= s−1o(s)

and hence b
(1)
1 (x) + b

(1)
2 (x2) = 0. By induction we then obtain

∣

∣

∣

∣

∣

2q
∑

i=1

b
(q)
i (xi) − |x|2q

∣

∣

∣

∣

∣

= s−qo(sq) ,

and hence

|x|2q =

2q
∑

i=1

b
(q)
i (xi) .

It remains to prove point (7.7).

Proof of (7.7) Let us fix q ∈ N and consider the curve

R
+ ∋ s → bs :=

2q
∑

k=1

bk,s ∈ Hom (X2q,n,R) .

For simplicity we will drop the superscripts from X2q,n.
For any k ∈ N we denote by ŵ2k the element of Hom (X,R) such that

ŵ2k(y) = 0 for every y ∈⊙j
Rn with j 6= 2k

ŵ2k(x
2k) =

|x|2k

k!
.

For every s ∈ R+ we denote by ωs the element of Hom (X,R) given by

ωs :=

q
∑

k=1

skŵ2k .

Finally, let V be the linear subspace of X generated by the elements

x+ x2 + . . .+ x2q = x+ x⊙ x+ . . .+ x⊙ . . .⊙ x for x ∈ supp (µ).

The aim of this new notation is to rewrite the formula (7.5) as

bs(y) = ωs(y) + ‖y‖2q+1o(sq) for every y ∈ V . (7.27)

Now for every s ∈ R+ we define the subspace Fs ⊂ X as

Fs :=

{

u ∈ X :

〈〈

2q
∑

k=1

skPk(u), v

〉〉

= 0 ∀v ∈ V

}

. (7.28)

Clearly Fs ⊕ V = X, because the bilinear form

as(u, w) :=

〈〈

2q
∑

k=1

skPk(u), w

〉〉

is a scalar product on X.
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Therefore, there exists a unique linear map Qs : X → X such that:






Qs(v) = v for every v ∈ V

Qs(v) = 0 for every v ∈ Fs.

Clearly (7.27) yields

bs(u) = ωs(Qs(u)) + ‖u‖2q+1o(sq) for u ∈ V . (7.29)

On the other hand, from the definition of bs, it follows that

bs(u) =

∫

Rn

as(u, v + v2 + . . .+ v2q) dµ(v) .

Therefore, we have

bs(u) = 0 = ωs(0) = ωs(Qs(u)) for every u ∈ Fs. (7.30)

By the linearity of bs, (7.29) and (7.30) yield

bs = ωs ◦Qs + o(sq) . (7.31)

In (7.31) we understand bs and ωs as curves in Hom (X,R) and Qs as a curve in Hom (X,X).
Note that ωs can also be defined for s = 0 and it yields an analytic curve [0,∞[∋ s→ ωs.

Therefore (7.7) would be implied by the following claim:

The curve ]0,∞[∋ s→ Qs can be extended analytically to s = 0. (7.32)

Analyticity of Qs at s = 0. In what follows, for every vector space A ⊂ X, we will
denote by PA the orthogonal projection on A with respect to the scalar product 〈〈 ·, ·〉〉 .

Recall that Pj is the orthogonal projection on
⊙j

Rn.

Observe that
(

2q
∑

k=1

skPk

)

◦
(

2q
∑

j=1

s−jPj

)

=
∑

k,j

sk−jPk ◦ Pj =

2q
∑

k=1

Pk .

Since the last linear map is the identity, we conclude that
∑2q

j=1 s
−jPj is the inverse of

∑2q
k=1 s

kPk. Therefore

x ∈ Fs ⇐⇒ x ∈
[

2q
∑

j=1

s−jPj

]

(V ⊥) . (7.33)

We decompose the linear space V ⊥ into a direct sum
⊕2q

k=1 Vk, where the linear spaces Vk

are defined inductively as

V1 := V ⊥ ∩⊙1
R

n

V2 :=
{

V ⊥ ∩
[
⊙1

R
n ⊕⊙2

R
n
]}

∩ V ⊥
1

Vk :=
{

V ⊥ ∩
[

⊕

j≤k

⊙j
R

n
]}

∩
⋂

j<k

V ⊥
j .
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Note that the sets Vk are pairwise orthogonal and they are all orthogonal to V . Define a
linear map As : X → X in the following way:

• As is the identity on V ;
• As on Vk is given by Pk + sPk−1 + . . .+ sk−1P1.

Note that As maps V into V and V ⊥ into Fs. Moreover, note that the curve s → As is
analytic. We claim that A0 is invertible. In order to show this, note that

• kerPk ∩ Vk = {0}. Indeed, if w ∈ Vk and Pk(w) = 0, then w ∈ ⊕j<k

⊙j
Rn and

therefore w ∈ Vk−1; since w ∈ Vk ⊂ V ⊥
k−1, we conclude that w = 0.

• Pj(Vk) = 0 for j > k, since Vk ⊂⊕i≤k

⊙i
R

n.
• Pk(Vk) ∩ V = {0}. Indeed, if x ∈ Vk and Pk(x) ∈ V , then 〈〈 x, Pk(x)〉〉 = 0. Since
〈〈x, Pk(x)〉〉 = |Pk(x)|2, we conclude that Pk(x) = 0.

These statements imply that the spaces V, P1(V1), . . . , P2q(V2q) are pairwise transversal and

dim(V ) +
∑

dim(Pi(Vi)) = dim(V ) +
∑

dim(Vi) = dim(X) .

Therefore, we conclude that A0 is invertible.
Since As analytic, this implies that, in a neighborhood of 0, As is invertible and the map

s→ A−1
s is analytic. Set Q̃s := PV (A−1

s ) and note that:

• Q̃s is analytic in a neighborhood of 0 because A−1
s is analytic.

• Q̃s is the identity on V , since both PV and A−1
s are the identity on V .

• For s > 0 A−1
s maps Fs into V ⊥, and therefore Q̃s = 0 on Fs.

Hence, Qs = Q̃s for s > 0, which implies that Qs has an analytic extension at 0. �





CHAPTER 8

Flat versus curved at infinity

The aim of this chapter is to prove Proposition 6.18. In particular we will prove the
following stronger statement.

Proposition 8.1. If m = 0, 1, 2 and µ ∈ Um(Rn), then µ is flat at infinity.
If m ≥ 3, then there exists ε > 0 (which depends only on m and n) such that

• If λ is the tangent measure at infinity to µ ∈ Um(Rn) and

min
V ∈G(m,n)

∫

B1(0)

dist2 (x, V ) dλ(x) ≤ ε ,

then λ is flat.

Remark 8.2. Recall that the previous proposition is optimal in the following sense: For
n ≥ 4 and m = n− 1 the measure µ = H m {x2

1 + x2
2 + x2

3 = x2
4} is in Um(Rn) and clearly

the tangent measure to µ at infinity is not flat (see Proposition 6.11 and Theorem 6.12).

In the proof of this proposition, a key role is played by the information gained in the
previous section: The uniqueness of the tangent measure at infinity. This uniqueness implies
a “cone” property of the tangent measure at infinity. Indeed, let µ be a given measure and
consider λ ∈ Tanm(µ,∞). Let ri ↑ ∞ be some sequence such that r−m

i µ0,ri

∗
⇀ λ. Fix ρ > 0.

Then (ρri)
−mµ0,ρri

∗
⇀ ρ−mλ0,ρ. Therefore, ρ−mλ0,ρ belongs to Tanm(µ,∞). If in addition

the tangent measure to µ at infinity is unique, we conclude

λ0,ρ = ρmλ for every ρ > 0. (8.1)

It is not difficult to see that (8.1) implies the following:

x ∈ supp (λ) =⇒ ρx ∈ supp (λ) ∀ρ > 0 . (8.2)

This consideration justifies the following definition.

Definition 8.3. A measure λ which satisfies (8.1) is called a conical measure.

We summarize the information gained so far in the following

Corollary 8.4 (Conical property of the tangent measure at infinity). Let µ, λ ∈ Um(Rn)
be such that Tanm(µ,∞) = {λ}. Then λ is a conical measure and therefore satisfies (8.1)
and (8.2).

Conical uniform measures. Proposition 8.1 holds because the same conclusion holds for
any conical uniform measure:

81
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Proposition 8.5. Let λ ∈ Um(Rn) be conical. If m ≤ 2, then λ is flat.
When m ≥ 3, then there exists ε > 0 (which depends only on m and n) such that, if

min
V ∈G(m,n)

∫

B1(0)

dist2 (x, V ) dλ(x) ≤ ε , (8.3)

then λ is flat.

The combination of the conical and uniform properties yield many useful pieces of in-
formation on the tangent measure λ. In particular, if we fix x, a change of variables in the
integrals that define the moments gives that

the function g(s) := bλj,s(x
j) is of the form csj/2. (8.4)

Therefore, from the Taylor expansion of Proposition 7.7, we conclude that

• bλj,s = 0 when j is odd;

• bλ2k,s = (k!)−1skb
λ,(k)
2k .

This simple remark has two important consequences. First of all, it simplifies the algebraic
relations (7.9) of Proposition 7.7. Second, since flat measures are uniform and conical, (8.4)

holds for any flat measure as well. Recall the definition of the moments skb
λ,(k)
2k . It is not

difficult to see that (8.4) implies the following identity for every conical λ ∈ Um(Rn) and for
every m–dimensional linear plane V ⊂ Rn:

∫

e−s|z|2〈z, x〉j dλ =

∫

e−s|z|2〈z, x〉j dH m V . (8.5)

A standard density argument allows us to generalize (8.5) to point (iii) of the following

Lemma 8.6. If λ ∈ Um(Rn) is conical, then:

(i) bλ2k−1,s = 0 and bλ2k,s = (k!)−1skb
λ,(k)
2k (therefore bλ2k,s has only one nontrivial term in

the Taylor expansion).

(ii) supp (λ) ⊂
{

b
(k)
2k (x2k) = |x|2k

}

;
(iii) For every u ∈ supp (λ), every f ∈ Rm with |f | = |u| and every nonnegative Borel

function ϕ : R+ × R → R we have
∫

Rn

ϕ
(

|z|, 〈z, u〉
)

dλ(z) =

∫

Rm

ϕ
(

|x|, 〈x, f〉
)

dL m(x) . (8.6)

We now focus on the algebraic relation (ii) for k = 1. In this case we have

b
(1)
2 (x2) = |x|2 for every x ∈ supp (λ). (8.7)

Consider an orthonormal system of vectors e1, . . . , en which diagonalizes the symmetric bi-

linear form b
(1)
2 :

b
(1)
2 (x⊙ y) = α1〈x, e1〉〈y, e1〉 + . . .+ αn〈x, en〉〈y, en〉 . (8.8)

The bilinear form is positive semidefinite and we fix the convention that the eigenvalues αi

are ordered as α1 ≥ α2 ≥ . . . ≥ αn ≥ 0. A simple computation using (8.6) implies that

tr b
(1)
2 = tr bλ2,1 = m:

Lemma 8.7. Let λ ∈ Um(Rn) be conical. Then tr b
(1)
2 = tr bλ2,1 = m.
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Proof. From point (i) of Lemma 8.6 we have tr b
(1)
2 = tr bλ2,1. Using point (iii) of Lemma

8.6, we can compute

tr (bλ2,1) =
n
∑

i=1

bλ2,1(e
2
i ) = 2I(1)−1

∫

e−|z|2
n
∑

i=1

〈ei, z〉2 dλ(z)

= 2I(1)−1

∫

e−|z|2|z|2 dλ(z) = 2I(1)−1

∫

Rm

e−|x|2|x|2 dL m(x) .

This last integral can be easily evaluated with an integration by parts (see for instance
Proposition B.1) and gives tr (bλ2,1) = m. �

Thanks to this observation, the crucial step in proving Proposition 8.5 is the inequality

αm ≥ 1 . (8.9)

Indeed this inequality and Lemma 8.7 yield that α1 = . . . = αm = 1 and αm+1 = . . . = αn =
0. Therefore, if we denote by V the vector space spanned by e1, . . . , em, we obtain

b
(1)
2 (x2) = |PV (x)|2 for every x.

Coming back to (8.7), we discover that |PV (x)|2 = |x|2 for every x ∈ supp (λ), namely that
the support of λ is contained in the m–dimensional plane V . This implies the desired claim
λ = H m V .

The inequality (8.9) is always satisfied when m ≤ 2, whereas for m ≥ 3 it is implied by
the additional hypothesis (8.3). The argument of Preiss which elads to (8.9) is elementary
and uses again point (iii) of Lemma 8.6.

Plan of the chapter. In section 1 we prove the conical properties of the tangent measure
at infinity; in section 2 we prove Lemma 8.6 and in section 3 we prove Proposition 8.5.

1. The tangent measure at infinity is a cone

Proof of Corollary 8.4. As observed in the introduction, ρ−mλ0,ρ is a tangent mea-
sure at infinity to µ. Since Tanm(µ,∞) = {λ}, we conclude ρ−mλ0,ρ = λ.

We will now prove (8.2). Let x ∈ supp (λ) and ρ > 0. From point (8.1) we conclude that

ρmλ(Br/ρ(x)) = λ
(

Br(ρx)
)

for every r > 0.

Since λ ∈ Um(Rn) and x ∈ supp (λ), we conclude

λ
(

Br(ρx)
)

= ωmr
m for every r > 0,

which implies ρx ∈ supp (λ). �

2. Conical uniform measures

Proof of Lemma 8.6. (i) By definition we have

bλj,s
(

xj
)

=
(2s)j

j!
I(s)−1

∫

e−s|z|2〈x, z〉j dλ(z) . (8.10)

We make the change of variables w = s1/2z and we use the conical property λ0,s = smλ to
conclude

bλj,s
(

xj
)

=
(2s)j

j!
I(s)−1s−j/2−m/2

∫

e−|w|2〈x, w〉j dλ(w) .
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From Lemma 7.2 and Proposition B.1, it follows that

I(s) =
(π

s

)m/2

.

Therefore, we conclude

bλs,j
(

xj
)

=
2jsj/2

πm/2j!

∫

e−|w|2〈x, w〉j dλ(w) . (8.11)

From (7.7) of Proposition 7.7 we conclude that:

bλs,j(x
j) =







0 if j is odd

((j/2)!)−1sj/2 b
µ,(j/2)
j (xj) if j is even.

Since the values of a symmetric j–linear form b are determined by its values on the elements
of the form xj , from these identities we obtain (i).

(ii) From (i) and (7.7) of Proposition 7.7 (applied to λ) we obtain

b
λ,(k)
j = 0 if j 6= 2k. (8.12)

From (7.9) we have

2k
∑

i=1

b
λ,(k)
i (xi) = |x|2k for every x ∈ supp (λ). (8.13)

Clearly (8.12) and (8.13) give (ii).

(iii) From (i) we know that
∫

e−s|z|2〈z, u〉2k−1 dλ(z) = 0 for every u ∈ Rn.

From (i) we also know

bλs,2j(x
2j) =

sj

j!
b
λ,(j)
2j (x2j) . (8.14)

Thus, we can compute
∫

e−s|z|2〈z, u〉2k dλ(z)

(8.10)
=

(π

s

)m/2 (2k)!

22ks2k
bλ2k,s(u

2k)

(8.14)
=

(π

s

)m/2 (2k)!

k! 22ksk
b
λ,(k)
2k (u2k)

(8.12)+(8.13)
=

(π

s

)m/2 (2k)!

k! 22ksk
|u|2k for every u ∈ supp (λ). (8.15)

Now fix an orthonormal basis e1, . . . , em on Rm and consider the vector f := |u|e1. Then we
have

∫

Rm

e−s|x|2〈x, f〉j dL m(x) = |u|j
∫

Rm−1

e−s|ξ|2 dL m−1(ξ)

∫

R

e−s|t|2tj dL 1(t) . (8.16)
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This integral is equal to 0 when j is odd. When j is even we can use Proposition B.1 to
compute it and we conclude that it is equal to

(π

s

)m/2 (2k)!

k! 22ksk
|u|2k .

Therefore, the integrals in (8.15) and (8.16) are equal.
Since this identity is independent of the choice of e1, . . . , em, we conclude that the fol-

lowing equality
∫

e−s|z|2〈z, u〉j dλ(z) =

∫

Rm

e−s|x|2〈x, f〉j dL m(x) (8.17)

holds for every s > 0, every u ∈ supp (λ), every f ∈ Rm with |u| = |e| and every j ∈ N.

Let Y ⊂ R2 be the set {y1 ≥ 0} and denote by B the set of Borel functions ϕ : Y → R

such that ϕ(|z|, 〈z, u〉) ∈ L1(Rn, λ) and
∫

ϕ(|z|, 〈z, u〉) dλ(z) =

∫

Rm

ϕ(|x|, 〈x, f〉) dL m(x) (8.18)

holds for every u ∈ supp (λ) and every f ∈ R
m with |u| = |f |. From a standard approxima-

tion argument the claim (iii) of the lemma follows from the inclusion

Cc(Y ) ⊂ B . (8.19)

To show that (8.19) holds, we use an approximation argument similar to those exploited in
the proof of Proposition 6.11 (see also Lemma 6.14) and in the proof of Proposition 7.1.

First of all, from (8.17) we conclude that B contains all functions of the form e−sy2
1yj

2.
By taking k times the derivative in s of both sides of (8.17) we conclude that B contains all
functions of type

e−sy2
1y2k

1 y
j
2 for s > 0 and j, k ∈ N.

Moreover, B is a vector space. Therefore, for every k, j, and N , B contains the functions

e−sy2
1y2k

1 y
j
2

(

N
∑

i=0

siy2i
2

i!

)

.

Using that λ(Br(0)) = L m(Br(0)), we can apply the Dominated Convergence Theorem to
show that

lim
N↑∞

∫

e−s|z|2|z|2k〈f, z〉j
(

N
∑

i=0

si〈f, z〉2i

i!

)

dL m(z) =

∫

e−s(|z|2+〈z,f〉2)|z|2k〈f, z〉j dL m(z)

lim
N↑∞

∫

e−s|z|2|z|2k〈u, z〉j
(

N
∑

i=0

si〈u, z〉2i

i!

)

dλ(z) =

∫

e−s(|z|2+〈z,u〉2)|z|2k〈u, z〉j dλ(z) .

Therefore, we conclude that any linear combination of functions of type e−s|y|2y2k
1 y

j
2 with

positive s belongs to B.
Now we fix ϕ ∈ Cc(Y ) and we denote by C be the vector space generated by the functions

f ∈ C(Y ) of type

a+ e−s|y|2Q(y2
1, y2)

where Q are polynomials, a real constants, and s positive constants.
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We let X = Y ∪ {∞} be the one–point compactification of Y , we set ψ(y1, y2) :=

e|y|
2
ϕ(y1, y2), and we extend it to ψ̃ ∈ C(X) by ψ̃(∞) = 0. Any function f ∈ C has a unique

extension f̃ ∈ C(X). The set C̃ of such extensions is an algebra, it separates the points,
and it vanishes at no point. Therefore, we can use the Stone–Weierstrass Theorem to find a
sequence {f̃i} ⊂ C̃ which converges uniformly to ψ̃. If {fi} is the corresponding sequence of
C, we then conclude that

gi(y1, y2) := e−|y|2fi(y1, y2)

converge uniformly to ϕ and gi(y) ≤ Ce−|y|2 for some constant C. From that which has

been proved above, we have gi ∈ B. The bound gi(y) ≤ Ce−|y|2, together with λ(Br(0)) =
L m(Br(0)), implies that

lim
i↑∞

∫

gi(|z|, 〈z, u〉) dλ(z) =

∫

ϕ(|z|, 〈z, u〉) dλ(z)

lim
i↑∞

∫

Rm

gi(|x|, 〈x, f〉) dL m(x) =

∫

Rm

ϕ(|x|, 〈x, f〉) dL m(x) .

Hence, we finally obtain that ϕ ∈ B. �

3. Proof of Proposition 8.5

Proof of Proposition 8.5. It is trivial to show that U0(Rn) consists of the Dirac
mass concentrated at the origin, and therefore in this case the Proposition is trivially true.

Let m ≥ 1 and consider the bilinear form b
(1)
2 . We select n orthonormal vectors e1, . . . en

such that

b
(1)
2 (x⊙ y) = α1〈x, e1〉〈y, e1〉 + . . .+ αn〈x, en〉〈y, en〉 , (8.20)

where we fix the convention that α1 ≥ . . . ≥ αn ≥ 0 (recall that b
(1)
2 = bλ2,1, which is positive

semidefinite by definition). We claim that

αm ≥ 1 . (8.21)

From (8.21) and Lemma 8.7 we would conclude α1 = . . . αm = 1 and αm+1 = . . . = αn = 0.
Therefore, if we denote by V the vector space generated by e1, . . . , em, we would conclude

that b
(1)
2 (x2) = |PV (x)|2. Hence, from point (ii) of Lemma 8.6 we would conclude supp (λ) ⊂

{|x|2 = |PV (x)|2}, that is supp (λ) ⊂ V . This would imply λ = H m V , which is the desired
claim (compare with Remark 3.14). Therefore, it remains to show that (8.21) holds.

Case m = 1, 2. In this case λ cannot be a Dirac mass and thus supp (λ) 6= {0}. If

x ∈ supp (λ), since λ is conical we have z := x/|x| ∈ supp (λ). Therefore, b
(1)
2 (z2) = |z|2 = 1.

Hence, we have the inequality

α1 ≥ sup
|z|=1

b
(1)
2 (z2) ≥ 1 ,

which proves (8.21) for m = 1.
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When m = 2, let z be as above and let f be a vector of R2 with modulus 1 = |z|. Using
Lemma 8.6 we can write

λ
(

{y : |〈y, z〉| ≤ 1}
)

=

∫

1|〈y,z〉|≤1 dλ(y)

=

∫

R2

1|〈x,f〉|≤1 dL
2(x) = ∞ .

Hence, we conclude that there exists a sequence {z′j} ⊂ supp (λ) with

lim
n↑∞

|z′j | = ∞ |〈z′j, z〉| ≤ 1 .

By passing to a subsequence (not relabeled) we can assume that yj := z′j/|z′j| converge to a
y ∈ Rn with |y| = 1. Then we would have

|〈y, z〉| = lim
n↑∞

|〈z′j, z〉|
|z′j|

≤ 0 .

Since yj ∈ supp (λ), we know b
(1)
2 (y2

j ) = |yj|2 = 1. Therefore, passing into the limit in j we

obtain b
(1)
2 (y2) = 1. Summarizing, we know that

|y| = |z| = 1 , 〈y, z〉 = 0 and b
(1)
2 (z2) = b

(1)
2 (y2) = 1 .

This implies α2 ≥ 1, and hence gives (8.21).

Case m ≥ 3. Let W be any m–dimensional linear plane and assume that f1, . . . fk is an
orthonormal base for the orthogonal space W⊥. Then

tr (b
(1)
2 W⊥) = tr (b2,1 W⊥) =

k
∑

i=1

b2,1(f
2
i )

= 2I(1)−1

∫

e−|z|2
k
∑

i=1

〈z, fi〉2 dλ(z)

= C(m)

∫

e−|z|2 dist2(z,W ) dλ(z) , (8.22)

where C(m) is a constant which depends only on m.
Now, let V be the m–dimensional plane spanned by e1, . . . , em. Then we have

tr (b
(1)
2 V ⊥) ≤ min

m–planes W
tr (b

(1)
2 W⊥)

because V ⊥ is spanned by the n−m eigenvectors of b
(1)
2 corresponding to the n−m smallest

eigenvalues. Thus, using (8.22), we conclude
∫

e−|z|2 dist2 (z, V ) dλ(z) = min
m–planes W

∫

e−|z|2 dist2 (z,W ) dλ(z) ≤ ε . (8.23)

Now let δ > 0: We claim that if ε is sufficiently small, then

for all e ∈ V ∩ B1(0) there is z ∈ supp (λ) such that |z − e| ≤ δ. (8.24)
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First we show that for δ sufficiently small (8.24) yields the statement of the Proposition.
Indeed apply (8.24) to e = em and let x ∈ supp (λ) be such that |x − em| ≤ δ. Since

αi + (m− 1)αm ≤ tr (b
(1)
2 ) = m for every i ≤ m− 1 (recall Lemma 8.7), we conclude

αi − 1 ≤ (m− 1)(1 − αm) for every i ≤ m− 1. (8.25)

Moreover, from the definition of αi we have

αi ≤ αm ≤ 1 for every i ≥ m. (8.26)

Since x ∈ supp (λ) we have
n
∑

i=1

αi〈x, ei〉2 = b
(1)
2 (x2) = |x|2 .

Therefore,

0 =

n
∑

i=1

(αi − 1)〈x, ei〉2
(8.26)

≤
m
∑

i=1

(αi − 1)〈x, ei〉2

(8.25)

≤ (m− 1)(1 − αm)

m−1
∑

i=1

〈x, ei〉2 + (αm − 1)〈x, em〉2

= (m− 1)(1 − αm)

m−1
∑

i=1

〈x− em, ei〉2

−(1 − αm)
(

〈em, em〉 + 〈em, x− em〉
)2

≤ (1 − αm)

(

(m− 1)

m−1
∑

i=1

|x− em|2 −
(

1 − |x− em|
)2

)

≤ (1 − αm)
(

(m− 1)2δ2 − (1 − δ)2
)

.

When δ is sufficiently small, the number (m− 1)2δ2 − (1 − δ)2 is negative. Therefore, for δ
sufficiently small the inequality above is satisfied if and only if αm ≥ 1, which is the desired
conclusion.

It remains to prove (8.24). We argue again by contradiction. If the claim were wrong,
then we would have a number δ > 0, a sequence of m–uniform measures {λk}, a sequence of
m–planes {Vk}, and a sequence of points {xk} such that

lim
n↑∞

∫

e−|z|2 dist2 (z, Vk) dλk(z) = 0

xk ∈ Vk and λ(Bδ(xk)) = 0 .

Since everything is invariant under rotations, we can assume that Vk = W and xk = x.
Moreover, we can also assume that λk

∗
⇀ λ. Then it follows that λ ∈ Um(Rn), supp (λ) ⊂ V

and λ(Bδ(x)) = 0. On the other hand, the first two conditions imply easily that λ = H m V
(compare with Remark 3.14) and hence they are incompatible with the third condition. �



CHAPTER 9

Flatness at infinity implies flatness

In this chapter we will make the last step towards the proof of Preiss’ Theorem and we
will prove the following proposition:

Proposition 9.1. Let µ ∈ Um(Rn) and V an m–dimensional plane. If H m V is the
tangent measure to µ at infinity, then µ = H m V .

The first information which we gain on an uniform measure which is flat at infinity concerns

the special moments b
(k)
2k = b

µ,(k)
2k .

Recall that from Lemma 7.2 and Proposition B.1 we have

I(s) =

∫

e−s|z|2 dL m(z) =
1

sm/2

∫

e−|z|2 dL m(z) =
(π

s

)m/2

.

Using this identity and changing variables in the integral defining the moments, one can
readily check that

bµ2k,s(u1, . . . , u2k)

sk
= r2kbµ

2k,r−1/2(u1, . . . , u2k)

=
22k

(2k)!
I(1)−1

∫

〈w, u1〉 . . . 〈w, u2k〉 e−|w|2d
[µ0,r

rm

]

(w) .

Since H m V is tangent to µ at infinity, by letting s ↓ 0 (and hence r ↑ ∞) we gain the
identity

lim
s↓0

bµ2k,s(u1, . . . , uk)

sk
=

22k

(2k)!
I(1)−1

∫

〈w, u1〉 . . . 〈w, u2k〉 e−|w|2d [H m V ] (w)

= bH
m V

2k,1 (u1, . . . , u2k) .

Since Proposition 7.7 gives

lim
s↓0

bµ2k,s(u1, . . . , u2k)

sk
=

b
µ,(k)
2k (u1, . . . , u2k)

k!
,

we can compute

b
(k)
2k (x2k) = k!bH

m V
2k,1 (x2k) =

22kk!|PV (x)|2k

(2k)!I(1)

∫

Rm−1

e−|ξ|2 dL m−1(ξ)

∫

R

e−t2t2k dL 1(t) .

Here and in what follows, we use the notation of Definition 4.5: PV denotes the orthogonal
projection on V and QV the orthogonal projection on V ⊥. The integral above can be
computed explicitly (see for instance Proposition B.1) and we obtain point (i) of Lemma 9.2

below. The identity k!bH
m V

2k,1 = b
H m V,(k)
2k can be proved with a direct computation or one

can use Lemma 8.6.

89
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Point (ii) of Lemma 9.2 provides information on the moments b
(k)
2k−1. Its proof is less

direct but not long. Here, whenever b is a symmetric j–linear form, we denote by b V the
restriction of b to

⊙j V .

Lemma 9.2. Let µ and V be as in Proposition 9.1. Then

(i) b
(k)
2k (x2k) = k!bH

m V
2,1 (x2k) = b

H m V,(k)
2k (x2k) = |PV (x)|2k for every x ∈ Rn.

(ii) b
(k)
2k−1 V = 0 for every k.

Note that the case k = 1 of (ii) implies the existence of a vector w ∈ V ⊥ such that b
(1)
1 (v) =

〈v, w〉 for every v ∈ Rn. In order to simplify some computations it is useful to introduce the
following notation

Definition 9.3. We let b ∈ V ⊥ be such that b
(1)
1 (z) = 2〈b, z〉.

Hausdorff distance between supp (µ) and V . Recall that the moments b
(k)
i satisfy the

following identities:

2k
∑

i=1

b
(k)
i (xi) = |x|2k for every x ∈ supp (µ). (9.1)

By Lemma 9.2(i), the case k = 1 of (9.1) gives

2〈b, x〉 + |PV (x)|2 = |x|2 for every x ∈ supp (µ),

which becomes
|QV (x)|2 = 2〈b, x〉 for every x ∈ supp (µ). (9.2)

Combining Lemma 9.2(ii) and (9.2) (recall that b ∈ V ⊥), we obtain

2|b||QV (x)| ≥ 2〈b, QV (x)〉 = 2〈b, x〉 = |QV (x)|2

for every x ∈ supp (µ). Therefore, we conclude that |QV (x)| ≤ 2|b| for every x ∈ supp (µ).
That is, the distance between any point x ∈ supp (µ) and the plane V is uniformly bounded
by a constant. It is not difficult to show that also the distance between supp (µ) and any
v ∈ V is bounded. These two conclusions are incorporated in the following lemma.

Lemma 9.4. Let µ and V be as in Proposition 9.1. Then

(iii) b
(1)
1 (x) = |QV (x)|2 and |QV (x)| ≤ ‖b(1)1 ‖ for every x ∈ supp (µ).

(iv) There exists r0 > 0 such that dist (v, supp (µ)) < r0 for every v ∈ V .

Coming back to (9.2), note that if we could prove b = 0, then we would conclude
supp (µ) ⊂ V . As already observed many times, this would imply µ = H m V ; compare
with Remark 3.14. (On the other hand, if µ = H m V , then

bµ1,s(u) = bH
m V

1,s (u) = 2sI(s)−1

∫

V

〈z, u〉 dH m(z) = 0 ,

and hence necessarily b
(1)
1 = 0). Therefore, our goal is to show that b = 0 (or, equivalently,

b
(1)
1 = 0). In order to prove this we will make use of the case k = 2 in (9.1) and many

computations.

Properties of tr b
(2)
2 . The basic observations are contained in the following proposition.
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Proposition 9.5. Let µ be as in Proposition 9.1. Then

tr b
(2)
2 = 0 (9.3)

tr b
(2)
2 ≥ 4

m+ 2

∣

∣

∣
b
(1)
1

∣

∣

∣

2

. (9.4)

The proof of (9.3) is fairly simple.

Proof of (9.3). From Proposition 7.7 we have

b2,s = sb
(1)
2 +

s2

2
b
(2)
2 + o(s2) .

Therefore

tr b
(2)
2 = 2 lim

s↓0

tr (s−1b2,s) − tr b
(1)
2

s
. (9.5)

From Lemma 9.2(i) we conclude that b
(1)
2 (u, v) = 〈PV (u), PV (v)〉 (indeed if we define the

bilinear form B(u, v) := 〈P (u), P (v)〉, then Lemma 9.2(i) says that the quadratic forms

induced by b
(1)
2 and B are the same). Thus, tr b

(1)
2 is m, i.e. the dimension of the linear space

V . Recall the definition of b2,s. If we fix an orthonormal system of vectors e1, . . . , en on Rn,
then we have

tr
(

s−1b2,s

)

= s−1
n
∑

i=1

b2,s(e
2
i ) = s−1 (2s)2

2!
I(s)−1

∫ n
∑

i=1

e−s|z|2〈z, ei〉2 dµ

= 2s

∫

|z|2e−s|z|2 dµ(z)
∫

e−s|z|2 dµ(z)
= 2s

∫

Rm |x|2e−s|x|2 dL m(x)
∫

Rm e−s|x|2 dL m(x)
,

where the last equality follows from Lemma 7.2. Using Proposition B.1, we obtain

tr
(

s−1b2,s

)

= m,

and therefore, plugging this into (9.5) we conclude (9.3). �

The inequality (9.4) will be split into two parts:

tr
(

b
(2)
2 V ⊥

)

= 2
∣

∣

∣
b
(1)
1

∣

∣

∣

2

(9.6)

tr
(

b
(2)
2 V

)

≥ − 2m

m+ 2

∣

∣

∣
b
(1)
1

∣

∣

∣

2

. (9.7)

The first part is not complicated to prove.

Proof of (9.6). We use again

b2,s = sb
(1)
2 +

s2

2
b
(2)
2 + o(s2)

to conclude

tr
(

b
(2)
2 V ⊥

)

= 2 lim
s↓0

tr
(

b2,s V ⊥)− str
(

b
(1)
2 V ⊥

)

s2

= 2 lim
s↓0

tr
(

b2,s V ⊥)

s2
, (9.8)
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where, in the last equality, we have used Lemma 9.2(i).
Let e1, . . . , en−m be a system of orthonormal vectors of V ⊥. The same calculations per-

formed in the proof of (9.3) yield

tr
(

b2,s V ⊥) = 2s2I(s)−1

∫

e−s|z|2
n−m
∑

i=1

〈z, ei〉2 dµ

= 2s2I(s)−1

∫

e−s|z|2|QV (z)|2 dµ . (9.9)

From Lemma 9.4(iii) we know that

|QV (z)|2 = b
(1)
1 (z) for every z ∈ supp (µ) . (9.10)

Recalling that

b1,s(z) = sb
(1)
1 (z) + o(s) = 2s〈b, z〉 + o(s) , (9.11)

we can write

tr
(

b
(2)
2 V ⊥

)

(9.8)
= 2 lim

s↓0

tr
(

b2.s V ⊥)

s2

(9.9)&(9.10)
= 4 lim

s↓0
I(s)−1

∫

e−s|z|2b
(1)
1 (z) dµ(z)

= 8 lim
s↓0

I(s)−1

∫

e−s|z|2〈b, z〉 dµ(z)

= 4 lim
s↓0

b1,s(b)

s

(9.11)
= 8|b|2 = 2

∣

∣

∣
b
(1)
1

∣

∣

∣

2

. (9.12)

�

The last inequality (9.7) is the hard core of the proof of Proposition 9.1. After proving
in Section 1 statement (ii) of Lemma 9.2 and statement (iv) of Lemma 9.4, in Section 2 we

will introduce some notation and derive an integral formula for tr
(

b
(2)
2 V

)

(see equation

(9.14) of Lemma 9.9). In Section 3 we will study the identity (9.1) when k = 2 and prove
an intermediate inequality involving the integrand of (9.14) (see Lemma 9.10). Finally, in
Section 4 we will use these two ingredients in order to prove (9.7).

1. Proofs of (ii) and (iv)

Proof of (ii). Since b
(k)
2k−1 is symmetric, it suffices to show

b
(k)
2k−1(y

2k−1) = 0 for every y ∈ V .

Therefore, let us fix y ∈ V with y 6= 0. Since

r−mµ0,r
∗
⇀ H

m V for r ↑ ∞,

there exists a sequence {xj} ⊂ supp (µ) such that
xj

|xj|
→ y

|y| and |xj | → ∞ .

Recall that from Proposition 7.7 we have

b
(k)
2k−1(x

2k−1
j ) = |xj |2k − b

(k)
2k (x2k

j ) −
2k−2
∑

i=1

b
(k)
i (xi

j)
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(here we adopt the convention that the last sum is equal to 0 if k = 1). Hence, from Lemma
9.2(i) we obtain

b
(k)
2k−1(x

2k−1
j ) = |xj|2k − |PV (xj)|2k −

2k−2
∑

i=1

b
(k)
i (xi

j) ≥ −
2k−2
∑

i=1

b
(k)
i (xi

j) .

Thus,

b
(k)
2k−1(y

2k−1) = |y|2k−1 lim
j↑∞

|xj |−(2k−1)b
(k)
2k−1(x

2k−1
j )

≥ −|y|2k−1 lim
j↑∞

|xj |−(2k−1)
2k−2
∑

i=1

b
(k)
i (xi

j) .

Clearly, there exist constants C ′ and C such that b
(k)
i (xi

j) ≤ C ′|xi
j |i ≤ C(1 + |xi

j |2k−2) for
every i ∈ {1, . . . , 2k − 2}. Therefore we conclude

b
(k)
2k−1(y

2k−1) ≥ −C|y|2k−1 lim
j↑∞

1 + |xj |2k−2

|xj |2k−1
= 0 .

Since −y ∈ V , the same argument gives

−b(k)
2k−1(y

2k−1) = b
(k)
2k−1

(

(−y)2k−1
)

≥ 0 ,

and we conclude that b
(k)
2k−1(y

2k−1) = 0. �

Proof of (iv). Assume by contradiction that the statement is false. Then there exists
{xk} ⊂ V with

rk := dist (supp (µ), xk) → ∞ .

Let yk ∈ supp (µ) be such that |xk − yk| = rk. From Lemma 9.4(iii) it follows that

dist (yk, V ) ≤ ‖b(1)1 ‖. Let zk ∈ V be such that |yk − zk| = dist (yk, V ) and consider
the measures

µk := r−m
k µzk,rk

.

After possibly extracting a subsequence, we can assume that µk ∗
⇀ µ∞. Note that µk satisfies

the condition

µk(Br(x)) = ωmr
m for every x ∈ supp (µk) and r > 0. (9.13)

It might be that µk 6∈ Um(Rn), since we do not know whether the origin belongs to supp (µk).
However we know that

dist (0, supp (µk)) = r−1
k dist (zk, supp (µ)) = r−1

k dist (zk, yk) ≤ r−1
k |b(1)1 | .

This, combined with (9.13), gives 0 ∈ supp (µ∞) and therefore µ∞ ∈ Um(Rn). On the other
hand

supp (µk) ⊂
{

|Q(x)| ≤ |b(1)1 |/rk

}

and hence we conclude supp (µ∞) ⊂ V . This, together with µ∞ ∈ Um(Rn), implies µ∞ =
H m V (compare with Remark 3.14).

If we set wk := xk − zk, we have that

lim
n↑∞

|wk|
rk

= 1 .
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Therefore, we can assume that wk/rk converges to a u ∈ V . Since µ(Brk
(xk)) = 0, we

obtain µk(B1(wk/rk)) = 0 and therefore we conclude µ∞(B1(u)) = 0, which contradicts
µ∞ = H m V . �

2. An integral formula for tr
(

b
(2)
2 V

)

We start this section by introducing some notation.

Definition 9.6. We let γ be the measure (2π)−m/2e−|z|2/2H m V .

Next we consider two linear maps ω :
⊙2 V → Rn and b̂ ∈ Hom(

⊙2 V,R), as defined
below.

Definition 9.7. We let ω :
⊙2 V → Rn be defined by

〈ω(u2), w〉 := 3b
(2)
3 (u2 ⊙ w) − 4|u|2〈b, w〉 for every u ∈ V and every w ∈ Rn.

We let b̂ ∈ Hom (
⊙2 V,R) be defined by

b̂(u2) := b
(2)
2 (u2) + 〈ω(u2), b〉 .

Remark 9.8. Note that from Lemma 9.2(ii) and Definition 9.3 it follows that

〈ω(u2), w〉 = 0 for every u, w ∈ V .

Hence, ω(u2) takes values in V ⊥ and we can regard it as a linear map ω :
⊙2 V → V ⊥.

We are now ready to state the formula which is the main goal of this section.

Lemma 9.9. Let µ and V be as in Proposition 9.1. Then we have

tr
(

b
(2)
2 V

)

=

∫

b̂(v2) dγ(v) . (9.14)

Proof. First of all, recall that b
(2)
2 V is symmetric. Therefore, there exists a system

of orthonormal coordinates v1, . . . , vm ∈ V such that the corresponding orthonormal vectors

e1, . . . , em are eigenvectors of b
(2)
2 with corresponding real eigenvalues β1, . . . , βm. This means

that
∫

b
(2)
2 (v2) dγ(v) =

∫

(

β1v
2
1 + . . .+ βmv

2
m

)

dγ(v)

= β1 + . . .+ βm = tr
(

b
(2)
2 V

)

, (9.15)

where we have used Proposition B.1 to compute the second integral.
Hence, in order to conclude (9.14), we have to prove that

∫

〈ω(v2), b〉 dγ(v) = 0 . (9.16)

Step 1 Using the same argument which gives (9.15), we conclude that

|PV (z)|2 =

∫

V

〈z, v〉2 dγ(v) for every z ∈ R
n. (9.17)
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Next, let v ∈ V and w ∈ V ⊥. We use the definition of the moments bk,s and the expansion
(7.7) in Proposition 7.7 to compute

lim
s↓0

8s

I(s)

∫

e−s|z|2〈z, v〉2〈z − b, w〉 dµ(z) = 3b
(2)
3 (v2 ⊙ w) − 4b

(1)
2 (v2)〈b, w〉 .

Recalling that b
(1)
2 (v2) = |PV (v)|2 = |v|2, we then obtain

lim
s↓0

8s

I(s)

∫

e−s|z|2〈z, v〉2〈z − b, w〉 dµ(z) = 〈ω(v2), w〉 . (9.18)

Therefore, we can compute
∫

V

〈ω(v2), b〉 dγ(v) (9.18)
=

∫

V

lim
s↓0

8s

I(s)

∫

V

e−s|z|2〈z, v〉2〈z − b, b〉 dµ(z) dγ(v)

= lim
s↓0

8s

I(s)

∫

e−s|z|2〈z − b, b〉
∫

V

〈z, v〉2 dγ(v) dµ(z)

(9.17)
= lim

s↓0

8s

I(s)

∫

e−s|z|2|PV (z)|2〈z − b, b〉dµ(z) . (9.19)

Step 2 Next, consider any w ∈ Rn. Using again Lemma 9.4(iii) and Lemma 7.2 we
obtain

∣

∣

∣

∣

∫

e−s|z|2|QV (z)|2〈z − b, w〉 dµ(z)

∣

∣

∣

∣

≤ 4|b|2|w|
∫

e−s|z|2(|z| + |b|
)

dµ(z)

= 4|b|2|w|
∫

Rm

e−s|x|2(|x| + |b|
)

dL m(x) .

Therefore, using Proposition B.1 we conclude

lim
s↓0

s

I(s)

∫

e−s|z|2|QV (z)|2〈z − b, w〉 dµ(z) = 0 . (9.20)

Next, we will show that the following limit exists and is 0:

lim
s↓0

s

I(s)

∫

e−s|z|2|z|2〈z − b, w〉 dµ(z) . (9.21)

First of all, if we fix a system of orthonormal vectors e1, . . . en we can write

lim
s↓0

s

I(s)

∫

e−s|z|2|z|2〈z− b, w〉 dµ(z) =

n
∑

i=1

lim
s↓0

s

I(s)

∫

e−s|z|2〈z, ei〉2〈z− b, w〉 dµ(z) . (9.22)

Using Proposition 7.7, one can easily check that the limit (9.22) can be expressed as a linear

combination of b
(2)
3 (e2i ⊙ w) and b

(2)
2 (e2i ) (by this we mean that the coefficients of this linear

combination are independent of the uniform measure µ). Therefore, the limit (9.21) exists.
Next, we write

s

I(s)

∫

e−s|z|2|z|2〈z − b, w〉 dµ(z) = π−m/2

∫

e−s|z|2|z|2〈z − b, w〉 dµ(z)

s−1−m/2
=: π−m/2 J(s)

s−1−m/2
.

Note that
J(s)

s−1−m/2
=

− d
ds

∫

e−s|z|2〈z − b, w〉 dµ(z)

− 2
m

d
ds
s−m/2

.
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If there exists a vanishing sequence of positive numbers {sk} such that {J(sk)} is bounded,

we conclude that limsk
J(sk)/s

−1−m/2
k = 0, and hence that the limit (9.21) is zero.

If instead lims J(s) = ∞, then, recalling that I(s) = πm/2s−m/2, we can use De L’Hôpital’s
rule to conclude

lim
s↓0

s

I(s)

∫

e−s|z|2|z|2〈z − b, w〉 dµ(z) =
m

2πm/2
lim
s↓0

∫

e−s|z|2〈z − b, w〉 dµ(z)

s−m/2

=
m

2
lim
s↓0

∫

e−s|z|2〈z − b, w〉 dµ(z)

I(s)
.

Note that

lim
s↓0

1

I(s)

∫

e−s|z|2〈z, w〉 dµ(z) =
1

2
b
(1)
1 (w) = 〈b, w〉

and
1

I(s)

∫

e−s|z|2〈b, w〉 dµ(z) = 〈b, w〉 .

Therefore, we find

lim
s↓0

s

I(s)

∫

e−s|z|2|z|2〈z − b, w〉 dµ(z) = 0 .

Combining this with (9.20) we obtain

lim
s↓0

s

I(s)

∫

e−s|z|2|PV (z)|2〈z − b, w〉 dµ(z) = 0 . (9.23)

In the particular case w = b, the last equality can be combined with (9.19) to give (9.16),
which completes the proof. �

3. An intermediate inequality

In this section, we use the identity (9.1) when k = 2 to derive an inequality involving b̂.

Lemma 9.10. Let µ and V be as in Proposition 9.1. Then

(v) b
(2)
1 (z) + b

(2)
2 (z2) + 3b

(2)
3

((

PV (z)
)2 ⊙QV (z)

)

= |QV (z)|2
(

|QV (z)|2 + 2|PV (z)|2
)

.
(vi) For every v ∈ V we have

(

b̂(v2)
)2

≤
∣

∣ω(v2)
∣

∣

2 |b|2 . (9.24)

Proof. (v) First of all we prove

b
(2)
3 (v ⊙ w2) = b

(2)
3 (v3) = b

(2)
3 (w3) = 0 for all v ∈ V and w ∈ V ⊥. (9.25)

Recall that Lemma 9.2(ii) gives b
(2)
3 (v3) = 0 for every v ∈ V . Next, let v ∈ V and w ∈ V ⊥

be given. From Proposition 7.7 we have

b
(2)
3 (v ⊙ w2) = lim

s↓0
2s−2b3,s(v ⊙ w2) = lim

s↓0

8s

I(s)

∫

e−s|z|2〈z, v〉〈z, w〉2 dµ(z) . (9.26)
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Clearly |〈z, v〉| ≤ |z||v|. Moreover, since w ∈ V ⊥, 〈z, w〉2 = 〈QV (z), w〉2 ≤ |QV (z)|2|w|2.
Recalling Lemma 9.4(iii), we can bound the integrand in (9.26) with |v||b(1)1 |2|w|2, and thus
we obtain

|b(2)3 (v ⊙ w2)| ≤ lim
s↓0

8s|v||b(1)1 |2|w|2
I(s)

∫

e−s|z|2|z| dµ(z)

= lim
s↓0

8s|v||b(1)1 |2|w|2
I(s)

∫

Rm

e−s|x|2|x| dL m(x) .

Changing variables in the last integral, recalling that I(s) = (π/s)m/2, and using Proposition
B.1, we obtain

lim
s↓0

sI(s)−1

∫

Rm

e−s|x|2|x| dL m(x) = lim
s↓0

C
sm/2+1

sm/2+1/2
= 0 .

A similar computation yields b
(2)
3 (w3) = 0 for w ∈ V ⊥ and completes the proof of (9.25).

We now come to (v). Fix z ∈ supp (µ). Then from Proposition 7.7 we have

b
(2)
1 (z) + b

(2)
2 (z2) + b

(2)
3 (z3) + b

(2)
4 (z4) = |z|4 .

Lemma 9.2(i) implies |PV (z)|4 = b
(2)
4 (z4). Moreover, we have the elementary identity |z|4 =

|PV (z)|4 + 2|PV (z)|2|QV (z)|2 + |QV (z)|4. Hence, we have

b
(2)
1 (z) + b

(2)
2 (z2) + b

(2)
3 (z3) = |QV (z)|2

(

|QV (z)|2 + 2|PV (z)|2
)

. (9.27)

Moreover, we can write

b
(2)
3 (z3) = b

(2)
3

(

(PV (z) +QV (z))3
)

and using (9.25) we obtain

b
(2)
3 (z3) = 3b

(2)
3

(

PV (z)2 ⊙QV (z)
)

.

Substituting this into (9.27) we obtain (v).

(vi) Fix v ∈ V . From Lemma 9.4(iv) one can show the existence of ti ↑ ∞, vi ∈ V and
wi ∈ V ⊥ such that

tiv + vi + wi ∈ supp (µ) and |vi + wi| ≤ r0 .

We can assume that, up to subsequences, wi → w for some w ∈ V ⊥. Applying (v), we have

b
(2)
1 (tiv + vi + wi) + b

(2)
2 ((tiv + vi + wi)

2) + 3b
(2)
3 ((tiv + vi)

2 ⊙ wi)

= 2|tiv + vi|2|wi|2 + |wi|4 .
Dividing by t2i and letting i ↑ ∞ we conclude

b
(2)
2 (v2) + 3b

(2)
3 (v2 ⊙ w) = 2|v|2|w|2 .

On the other hand, since tiv + vi + wi ∈ supp (µ), from Lemma 9.4(iii) we have

b
(1)
1 (tiv + vi + wi) = |wi|2 .

Since tiv + vi ∈ V , from Lemma 9.2(ii) we conclude b
(1)
1 (tiv + vi) = 0 and hence

b
(1)
1 (wi) = |wi|2 .
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Letting i ↑ ∞ we find that b
(1)
1 (w) = |w|2. Therefore, recalling Definition 9.7 and the fact

that b
(1)
1 (w) = 2〈b, w〉, we conclude that







b
(2)
2 (v2) + 〈ω(v2), w〉 = 0

|w|2 = 2〈b, w〉 .
(9.28)

Set v̂ := w − b. Then from (9.28) we have

|v̂|2 = |w|2 − 2〈w, b〉 + |b|2 = |b|2 (9.29)

and (recall Definition 9.7)

b̂(v2) + 〈ω(v2), v̂〉 = 0 .

Therefore, we conclude
(

b̂(v2)
)2

≤
∣

∣ω(v2)
∣

∣

2 |v̂|2 (9.29)
=

∣

∣ω(v2)
∣

∣

2 |b|2 . (9.30)

�

4. Proof of (9.7) and conclusion

We are now ready for the last computations leading to (9.7) and hence to the proofs of
Proposition 9.5 and Proposition 9.1.

Proof of the inequality (9.7). Step 1 Recall the identity (v) of Lemma 9.10

0 = b
(2)
1 (z) + b

(2)
2 (z2) + 3b

(2)
3

(

(PV (z))2 ⊙QV (z)
)

− |QV (z)|4 − 2|PV (z)|2|QV (z)|2 (9.31)

Moreover recall the identities

|QV (z)|2 Lemma 9.4(iii)
= b

(1)
1 (z)

Lemma 9.2(ii)
= b

(1)
1 (QV (z)) for every z ∈ supp (µ) .

Inserting them into (9.31) and using the forms b̂ and ω of Definition 9.7, we obtain

0 = b̂
(

(PV (z))2
)

+
〈

ω
(

PV (z))2
)

, QV (z) − b
〉

+ b
(2)
1 (z)

+2b
(2)
2

(

PV (z) ⊙QV (z)
)

+ b
(2)
2

(

QV (z)2
)

−
(

b
(1)
1 (QV (z))

)2
for every z ∈ supp (µ).

From Lemma 9.4(iii) we know that |QV (z)| ≤ ‖b(1)1 ‖ = 2|b|. Therefore, there exists a constant
K which gives the following linear growth bound

∣

∣

∣
b̂
(

(PV (z))2
)

+
〈

ω
(

(PV (z))2
)

, QV (z) − b
〉

∣

∣

∣
≤ K

(

|z| + 1
)

for every z ∈ supp (µ).

Hence, from Lemma 7.2 and Proposition B.1 we conclude

lim sup
s↓0

∣

∣

∣

∣

s

I(s)

∫

e−s|z|2
[

b̂
(

(PV (z))2
)

+
〈

ω
(

(PV (z))2
)

, QV (z) − b
〉

]

dµ

∣

∣

∣

∣

≤ K lim
s↓0

s

I(s)

∫

e−s|z|2(|z| + 1
)

dµ(z)

= K lim
s↓0

s

I(s)

∫

Rm

e−s|x|2(|x| + 1
)

dL m(x) = 0 . (9.32)
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Step 2 From Proposition B.1 we compute
∫

V

〈ζ, v〉4dγ(v) = 3|ζ |4 for every ζ ∈ V . (9.33)

Indeed, fix orthonormal coordinates x1, . . . , xm on V in such a way that ζ = (|ζ |, 0, . . . , 0).
From the definition of γ we obtain

∫

V

〈ζ, v〉4dγ(v) = (2π)−m/2

∫

Rm

|ζ |4x4
1e

−|x|2/2 dx = |ζ |4π−m/2

∫

Rm

4y4
1e

−|y|2 dy

= 4|ζ |4π−m/2

(
∫

Rm−1

e−|y′|2 dy′
)

·
(
∫

R

y4
1e

−y2
1 dy1

)

= 4|ζ |4π−m/2
(

π(m−1)/2
)

(

3

4
π−1/2

)

= 3|ζ |4 .

Similarly, if y, z ∈ V are orthogonal, we fix orthonormal coordinates x1, . . . , xm on V so that
y = (|y|, 0, . . . , 0) and z = (0, |z|, . . . , 0) and we obtain

∫

V

〈y, v〉2〈z, v〉2dγ(v) = 4|y|2|z|2π−m/2

(
∫

Rm−2

e−|y′|2 dy′
)

·
(
∫

R

y2
1e

−y2
1 dy1

)

·
(
∫

R

y2
2e

−y2
2 dy2

)

= |y|2|z|2 (9.34)

and
∫

V

〈y, v〉〈z, v〉3dγ(v) = 4|y||z|2π−m/2

(
∫

Rm−2

e−|y′|2 dy′
)

·
(
∫

R

y1e
−y2

1 dy1

)

·
(
∫

R

y3
2e

−y2
2 dy2

)

= 0 . (9.35)

For general y, z ∈ V , we write y = ξ + az, where ξ ⊥ ζ and we compute
∫

V

〈y, v〉2〈z, v〉2dγ(v) =

∫

V

〈ξ, v〉2〈z, v〉2 dγ(v) + 2a

∫

V

〈ξ, v〉〈z, v〉3 dγ(v)

+a2

∫

V

〈z, v〉4 dγ(v) (9.34)+(9.35)
= |ξ|2|z|2 + 3a2|z|4

= (|ξ|2 + a2|z|2)|z|2 + 2(a|z|2)2 = |y|2|z|2 + 2〈z, y〉2 . (9.36)

Now we fix y ∈ V and w ∈ V ⊥ and we compute
∫

V

〈y, v〉2〈ω(v2), w〉 dγ(v)

(9.18)
= lim

s↓0

8s

I(s)

∫

e−s|z|2〈z − b, w〉
[
∫

V

〈y, v〉2〈z, v〉2 dγ(v)
]

dµ(z)

(9.36)
= lim

s↓0

16s

I(s)

∫

e−s|z|2〈z − b, w〉〈z, y〉2 dµ(z)

+ lim
s↓0

8s|y|2
I(s)

∫

e−s|z|2|PV (z)|2〈z − b, w〉 dµ(z)

(9.23)+(9.18)
= 2〈ω(y2), w〉 . (9.37)
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Therefore, we have
∫

V

(

b̂(v2)
)2

dγ(v)
(9.24)

≤ |b|2
∫

V

∣

∣ω(v2)
∣

∣

2
dγ(v)

(9.18)
= |b|2 lim

s↓0

∫

V

8s

I(s)

∫

e−s|z|2〈z, v〉2〈z − b, ω(v2)〉 dµ(z) dγ(v)

= |b|2 lim
s↓0

8s

I(s)

∫

e−s|z|2
∫

V

〈z, v〉2〈z − b, ω(v2)〉 dγ(v) dµ(z) .

Recall that in Remark 9.8 we noticed that the values of ω are all contained in V ⊥. Thus
〈z − b, ω(v2)〉 = 〈QV (z) − b, ω(v2)〉. Moreover, since supp (γ) = V , we can write
∫

V

(

b̂(v2)
)2

dγ(v) = |b|2 lim
s↓0

8s

I(s)

∫

e−s|z|2
∫

V

〈PV (z), v〉2〈QV (z) − b, ω(v2)〉 dγ(v) dµ(z)

(9.37)
= |b|2 lim

s↓0

16s

I(s)

∫

e−s|z|2 〈ω
(

(PV (z))2
)

, QV (z) − b
〉

dµ(z)

(9.32)
= −16|b|2 lim

s↓0

s

I(s)

∫

e−s|z|2 b̂
(

(PV (z))2
)

dµ(z)

= −16π−m/2|b|2
∫

e−|z|2 b̂
(

(PV (z))2)dH m V (z) , (9.38)

where in the last line we have used that H m V is tangent to µ at infinity.
After a change of variables, we conclude

∫

V

(

b̂(v2)
)2

dγ(v) ≤ −8|b|2
∫

V

b̂(v2) dγ(v) . (9.39)

Step 3 Let β1, . . . , βm be the eigenvalues of b̂ and fix coordinates v1, . . . , vm on V in
such a way that the unit vectors e1, . . . , em are the eigenvectors of b̂. Then we have

∫

V

b̂(v2) dγ(v) =

∫

V

β1v
2
1 + . . .+ βmv

2
m dγ(v)

= β1 + . . .+ βm = tr b̂ (9.40)

and
∫

V

(

b̂(v2)
)2

dγ(v) =

∫

V

(

β1v
2
1 + . . .+ βmv

2
m

)2
dγ(v)

=

m
∑

i=1

β2
i

∫

V

v4
i dγ(v) + 2

∑

j>i

βjβi

∫

V

v2
i v

2
j dγ(v) .

Recalling (9.33) and (9.34) we obtain

∫

V

(

b̂(v2)
)2

dγ(v) = 3

m
∑

i=1

β2
i + 2

∑

j>i

βjβi =

(

m
∑

i=1

βi

)2

+ 2

m
∑

i=1

β2
i .

≥
(

1 +
2

m

)

(

m
∑

i=1

βi

)2

=

(

1 +
2

m

)[
∫

V

b̂(v2) dγ(v)

]2

.
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Therefore, from (9.39) we conclude
(

1 +
2

m

)[
∫

V

b̂(v2) dγ(v)

]2

≤ −8|b|2
∫

V

b̂(v2) dγ(v)

and hence
∫

V

b̂(v2) dγ(v) ≥ −
(

1 +
2

m

)−1

8|b|2 = − 2m

m+ 2

∣

∣

∣
b
(1)
1

∣

∣

∣

2

. (9.41)

Combining (9.41) with Lemma 9.9 we obtain (9.7). �

Proofs of Proposition 9.1 and of Proposition 9.5. Concerning Proposition 9.5,
note that (9.3) is proved in the introduction of the chapter, whereas (9.4) follows from (9.6)
(which is also proved in the introduction of the chapter) and (9.7).

Coming to Proposition 9.1, note that (9.3) and (9.4) give b
(1)
1 = 0. By Lemma 9.4(iii)

this implies supp (µ) ⊂ V . As already remarked upon many times, since µ is an m–uniform
measure and V an m–dimensional plane, this implies that µ = H m V , which is the desired
conclusion. �





CHAPTER 10

Open problems

This chapter contains several open problems related to the topics of these notes, which I
collected with the help of Bernd Kirchheim.

0.1. Lower and upper densities and Besicovitch’s 1/2–Conjecture. As already
mentioned in the introduction, the Theorem proved by Preiss in [25] is stronger than the
one exposed in the second part of these notes. We recall it here for the reader’s convenience
(cp. with Theorem 1.2).

Theorem 10.1. For any pair of nonnegative integers k ≤ n there exists a constant
c(k, n) > 1 such that the following holds. If µ is a locally finite measure on Rn and

0 < lim sup
r↓0

µ(Br(x))

rk
< c(k, n) lim inf

r↓0

µ(Br(x))

rk
< ∞ for µ–a.e. x ∈ R

n, (10.1)

then µ is a rectifiable k–dimensional measure.

The following is an outstanding open problem.

Problem 10.2. What are the optimal constants c(k, n) for which Theorem 10.1 holds?
How do they behave for n ↑ ∞?

Very little is known in this direction. In his paper, Preiss shows that c(2, n) converges
to 0 as n ↑ ∞. There is a striking difference with the case k = 1: Moore proved in [23] that
c(1, n) ≥ 1 + 1/100 for every n. This fact gives a glimpse of why the case k ≥ 2 of Theorem
1.2 is much more difficult than the case k = 1.

A natural interesting case of Problem 10.2 is given by measures µ of the form H k E for
some Borel set E. In this case the upper density θk∗(µ, x) is necessarily less or equal than 1
at µ–almost every point x. Therefore, as a corollary of Theorem 10.1 we conclude that

Corollary 10.3. For any pair of nonnegative integers k ≤ n let c(k, n) > 1 be the
constants of Theorem 10.1. Then, any Borel set E with 0 < H k(E) <∞ such that

α(k, n) := c(k, n)−1 < θk
∗(E, x) for H k–a.e. x ∈ E (10.2)

is a rectifiable set.

Thus we can ask the following question.

Problem 10.4. What are the optimal constants α(k, n) under which Corollary 10.3 hold?

Though clearly α(k, n) ≤ [c(k, n)]−1, it is not known whether one can control α(k, n)
from below with c(k, n). The optimal constant α(1, n) was conjectured long ago in [2]. This
is the famous Besicovitch 1/2–Conjecture:
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Conjecture 10.5. If E ⊂ R2 is a Borel set with 0 < H 1(E) < ∞ and θ1
∗(E, x) > 1/2

for H
1–a.e. x, then E is rectifiable.

In his seminal paper [2] Besicovitch proved the bound α(1, 2) ≤ 3/4. His proof generalizes
easily to show that α(1, n) ≤ 3/4 for every n. The bound α(1, 2) ≥ 1/2 was already proved
by Besicovitch in [2] (see also [5]). More precisely he exhibited a purely unrectifiable set
E which has lower density equal to 1/2 H 1–almost everywhere. Besicovitch’s estimate
α(1, n) ≤ 3/4 remained for long time the best until Preiss and Tǐser in [26] improved it to
α(1, n) ≤ (2 +

√
46)/12. A more important feature of their proof is that it actually extends

to general metric spaces. Recent attempts to solve Besicovitch’s Conjecture can be found in
[6] and [7]. Concerning the value of the optimal constant c(k, n) for general k and n very
little is known. In [3] Chleb́ık proved that α(k, n) ≥ 1/2.

An “ε”–version of Marstrand’s Theorem 3.1 is valid as well. More precisely the following
theorem holds and its proof is a routine application of the techniques introduced in Chapter
3.

Theorem 10.6. Let α ∈ R
+ \N and n ∈ N. Then there exists a positive constant ε(α, n)

such that

µ

({

x : 0 < lim sup
r↓0

µ(Br(x))

rα
≤ (1 + ε(α, n)) lim inf

r↓0

µ(Br(x))

rα

})

= 0 , (10.3)

for every measure µ.

Proof. Let ε > 0 be a fixed positive number. Arguing with a blow–up procedure as in
the proof of Marstrand’s Theorem 3.1, in order to show the conclusion of the theorem for
this particular ε, it suffices to show that there are no non–trivial measures ν such that

ωαr
α ≤ ν(Br(x)) ≤ (1 + ε)ωαr

α for every x ∈ supp (µ) and every r > 0. (10.4)

So, if the theorem were false, for every ε > 0 there would exist a measure νε with 0 ∈ supp (νε)
satisfying the bounds (10.4). By compactness, a subsequence of {νε}ε↓0 converges to a
measure ν0 ∈ Uα(Rn). But we know from Proposition 3.5 that Uα(Rn) is empty for every
α ∈ R+ \ N. This gives a contradiction and concludes the proof. �

As above, we can ask

Problem 10.7. What are the optimal constants ε(α, n) for which Theorem 10.6 holds?
How do they behave as n ↑ ∞?

Even the following question is yet unsolved.

Problem 10.8. Let α ∈ R+ \ N. Does lim infn ε(α, n) > 0?

0.2. Noneuclidean setting. Another outstanding problem is to extend the validity of
Theorem 1.1 to more general geometries. In particular the following natural conjecture (see
for instance [4]) is widely open.

Conjecture 10.9. Let X be a finite–dimensional Banach space, α a non–integer positive
number and µ a measure on X such that

0 < lim
r↓0

µ(Br(x))

rα
<∞ for µ–a.e. x ∈ X, (10.5)

where Br(x) denotes the intrinsic ball of radius r and center x. Then µ = 0.
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For α ∈]0, 1[ the answer to the Conjecture is affirmative and follows from a metric
version of the arguments of Marstrand in ([15]). The following much more challenging case
of Conjecture 10.9, recently proved by Lorent in [14], is the only other known extension of
Marstrand’s result.

Theorem 10.10. Conjecture 10.9 holds for α ∈]1, 2[ if the balls of X are polytopes.

Example 10.11. It is not difficult to see that Conjecture 10.9 does not hold for gemeral
metric groups X. For instance one might take X = R1 with distance d(x, y) = |y−x|1/α and
the measure µ = H α, for α ∈]1, 2[ (cp. with [4]).

A natural generalization of Preiss’ rectifiability theorem is the following.

Conjecture 10.12. Let X be a finite–dimensional Banach space, k ∈ N a non–integer
positive number and µ a measure on X such that

0 < lim
r↓0

µ(Br(x))

rk
<∞ for µ–a.e. x ∈ X. (10.6)

Then µ is a rectifiable k–dimensional measure.

For more general metric spaces X this Conjecture fails (take X as in Example 10.11 and
choose α = 2). Clearly the case k = 0 is trivial. The case k = 1 follows by a suitable
modification of Besicovitch’s arguments. For k ≥ 2 the validity of Conjecture 10.12 is known
only in the Euclidean space. Even the following stronger version is open:

Conjecture 10.13. Let X be a finite–dimensional Banach space, k ≥ 2 an integer and
E a Borel set of Rn with finite H k–measure such that

lim
r↓0

H k(E ∩Br(x))

ωkrk
= 1 for H k–a.e. x ∈ E. (10.7)

Then E is a rectifiable k–dimensional set.

In the model case X = ℓ3∞ (i.e., R3 with the cube norm) Lorent carried out a considerable
part of Preiss’ strategy in [12]. The situation here is much more complicated because of the
large abundance of uniform measures (see the next section for a related problem).

0.3. Uniform measures. We start this section by defining uniform measures, a suitable
generalization of k–uniform measures.

Definition 10.14. A locally finite measure µ on R
n is said to be a uniform measure if

for every r > 0 and for every x, y ∈ supp (µ) we have µ(Br(x)) = µ(Br(y)).

The following elegant theorem of Kirchheim and Preiss (see [10] and Theorem 3.11)
proves a strong regularity property of uniform measures (the proof is reported in Appendix
A).

Theorem 10.15. If µ is a uniform measure, then supp (µ) is a real analytic variety, i.e.
there exists an analytic function H : Rn → R such that supp (µ) = {H = 0}.

A standard stratification result shows that analytic varieties are the union of finitely
many strata, each of which is an analytic submanifold of integer dimension. If k is the
dimension of the “top” stratum, then supp (µ) is a k–dimensional rectifiable set, and it is
easy to check that µ = cH k supp (µ) for some positive constant c.

The following is a very natural and hard problem.
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Problem 10.16. Classify all uniform measures.

Even the very particular case of classifying all discrete uniform measures is open.

Clearly k–uniform measures are a particular example of uniform measures, and hence
the following is another very particular case of Problem 10.16

Problem 10.17. Give a complete description of Uk(Rm) for every pair of integers k and
m.

A solution of this last classification problem would yield a different point of view on Preiss’
proof, i.e. a deeper understanding of why flat uniform measures and uniform measures curved
at infinity form a disconnected set.

The case k = m− 1 of Problem 10.17 has been settled by Kowalski and Preiss in [11].

Theorem 10.18. µ ∈ Um−1(Rm) if and only if µ is flat or m ≥ 4 and there exists an
orthonormal system of coordinates such that µ = H m−1 C, where C is the cone {x2

1 +x2
2 +

x2
3 = x2

4}.
Flat measures and measures of the form H k V × C (where V × C ⊂ Rn−4 × R4 is the

product of a linear subspace of V with the light cone C) are the only known examples of
k–uniform measures. Therefore even the following seemingly innocent question is still open:

Question 10.19. Are there k–uniform measures which are nor flat measures nor products
between the light cone and flat measures?

A natural way of constructing uniform measures is to look for k–dimensional homoge-
neous sets Z ⊂ R

n.

Definition 10.20. A set Z ⊂ R
n is homogeneous if for every x, y ∈ Z there exists an

isometry Φ of Rn such that Φ(x) = y and Φ(Z) = Z.

One could naively conjecture that all uniform measures are homoegenous, i.e. of the type
cH k Z for an homogeneous set, but the light cone shows once more that this is not the
case. However the following questions are still open

Question 10.21. Are there non–homogeneous uniform measures in Rn for n ≤ 3?

Question 10.22. Are there non–homogeneous uniform measures with bounded support?

Question 10.23. Are there non–homogeneous uniform measures with discrete support?

Conjecture 10.12 leads naturally to the study of measures which are m–uniform with
respect to different geometries. As already mentioned, the case of ℓ3∞ has a large abundance
of 2–uniform measures. For instance, if Γ = {(x1, x2, f(x1, x2)} is the graph of a 1–Lipschitz
function f : ℓ2∞ → R, then the measure H 2 Γ is a 2–uniform measures (here H 2 denotes
the Hausdorff 2–dimensional measure relative to the metric space ℓ3∞). On the other hand
H 2 V is a 2–uniform measure for any linear 2–dimensional subspace V . The following is
a plausible conjecture.

Conjecture 10.24. Let H 2 Z be a 2–uniform measure in ℓ3∞. Then either Z is a
linear subspace, or it is the graph of a 1–Lipschitz function f : ℓ3∞ → R, up to a permutation
of x1, x2, x3.
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0.4. Exact density functions. Let us introduce the following terminology.

Definition 10.25. A function h : R+ → R+ is called an exact density function in Rn if
there exists a nontrivial measure µ on R

n such that

0 < lim
r↓0

µ(Br(x))

h(r)
<∞ for µ–a.e. x. (10.8)

Therefore Marstrand’s Theorem 3.1 can be restated in the following way.

Theorem 10.26. h(r) = rα is an exact density function in Rn if and only if α is a
natural number less or equal than n.

It has been proved by Mattila in [19] that in 1 dimension an exact density function must
satisfy the conditions

0 < lim
r↓0

h(r) <∞ or 0 < lim
r↓0

h(r)

r
<∞ . (10.9)

Section 6 of [25] contains several results and questions about exact density functions and
more complicated variants of them.

0.5. Symmetric measures and singular integrals. Some of the ideas of [25] have
been used by Mattila and Preiss in [22] to prove the following rectifiability result (see also
the previous work [20] of Mattila in two dimensions).

Theorem 10.27. Let µ be a finite Borel measure on Rn such that 0 < θk
∗(µ, x) <∞ for

µ–a.e. x. If the principal value

lim
ε↓0

∫

Rn\Bε(x)

y − x

|y − x|k+1
dµ(y) (10.10)

exists at µ–a.e. x, then µ is a rectifiable k–dimensional measure.

In [22] the authors raised the following question

Question 10.28. Assume that µ = H k E for some Borel set E with finite H k measure
and that (10.10) exists for µ–a.e. x. Is it then possible to drop the lower density assumption
θk
∗(µ, x) > 0 in Theorem 10.27?

If we replace (10.10) by the existence of the principal value for other singular kernels of
type Ω(x/|x|)|x|−k with Ω odd, then the conclusion of Theorem 10.27 is false (see [9]). It is
an open problem to understand for which type of kernels one can generalize the rectifiability
result of Mattila and Preiss.

The proof of Theorem 10.27 uses a blow–up technique and a carefuly study of the tangent
measures to µ. In particular, using this approach, one ends up studying symmetric measures.

Definition 10.29. A measure ν on Rn is called k–dimensional symmetric measure if
∫

Br(x)

(z − x) dν(z) = 0 for every x ∈ supp (ν) and any r > 0, (10.11)

and there exists a positive constant c such that

ν(Br(x)) ≥ crk > 0 for every x ∈ supp (ν). (10.12)

In [20] Mattila showed that in R2 symmetric measures are necessarily sums of flat mea-
sures. In higher dimension the question whether a similar result holds is open.





APPENDIX A

Proof of Theorem 3.11

Before coming to the proof we recall that the assumption (3.6) implies the following
identity for every y, z ∈ supp (µ) and any µ–summable radial function ϕ(| · |):

∫

ϕ(|x− y|) dµ(x) =

∫

ϕ(|x− z|) dµ(x) (A.1)

(see Remark 3.15 and the proof of Lemma 7.2).

Proof. In order to simplify the notation, from now on we denote supp (µ) by S and,
given any x ∈ S, we introduce the function f : R+ → R given by

f(s) := µ(Bs(x)) .

By (A.1), f does not depend on the choice of x ∈ S.

Step 1 In this step we prove the following estimate:

µ(Br(y)) ≤ 5n
(r

s

)n

f(s) for every 0 < s < r <∞ and for every y ∈ Rn. (A.2)

Denote by F the family of finite subsets Z ⊂ Br(y) such that

|z1 − z2| ≥ s

2
for every z1, z2 ∈ Z with z1 6= z2.

Fix Z ∈ F and note that the balls {Bs/4(z) : z ∈ Z} are all disjoint and contained in
B5/4r(y). Therefore

card (Z)ωn

(s

4

)n

=
∑

z∈Z

L
n(Bs/4(z)) ≤ L

n(B5r/4(y)) = ωn

(

5r

4

)n

and we conclude that

card (Z) ≤ 5n(r/s)n . (A.3)

This allows us to choose a set M ∈ F such that card (M) = maxZ∈F card (Z).
Fix z ∈ M . Then, either Bs/2(z) ∩ S = ∅ and hence µ(Bs/2(z)) = 0, or there exists

y ∈ Bs/2(z) ∩ S and thus µ(Bs/2(z)) ≤ µ(Bs(y)) = f(s). In any case,

µ(Bs/2(z)) ≤ µ(Bs(x)) = f(s) for any z ∈M . (A.4)

Note that the maximality of M implies that the balls {Bs/2(y)}y∈M cover Br(x). Thus

µ(Br(x)) ≤
∑

y∈M

µ
(

Bs/2(y)
)

(A.4)

≤ card (Z)f(s)
(A.3)

≤ 5
(r

s

)n

f(s) .
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Step 2 Let us fix x0 ∈ S and set

F (x, s) :=

∫

[

e−s|z−x|2 − e−s|z−x0|2
]

dµ(z) for x ∈ Rn and s > 0. (A.5)

For any x ∈ R
n we can write

∫

e−s|z−x|2 dµ(z) =

∫

µ
(

{

z : e−s|z−x|2 < r
}

)

dr =

∫ 1

0

µ
(

B√−(ln r)/s
(x)
)

dr . (A.6)

Therefore:

• From (A.2) and (A.6) we conclude

∫

e−s|z−x|2 dµ(z) ≤ 5nf
(

s−1/2
)

∫ 1

0

(− ln r)n/2 dr < ∞ (A.7)

and thus the integral in (A.5) is finite.
• From (A.1) we conclude that the integral in (A.5) vanishes for any x ∈ supp (µ).

Therefore, F is well defined, finite, and F (x, s) = 0 for any s > 0 and x ∈ S. We claim that

F (x, s) = 0 for any s > 1 ⇐⇒ x ∈ S . (A.8)

As we have already remarked, one implication follows directly from (A.1). It remains to prove
the opposite implication. Assume that x 6∈ S and let ε > 0 be such that Bε(x) ∩ S = ∅.
Then we have

∫

e−s|z−x|2 dµ(z) =

∞
∑

i=1

∫

B(k+1)ε(x)\Bkε(x)

e−s|z−x|2 dµ(z) ≤
∞
∑

i=1

e−sk2ε2

µ
(

B(k+1)ε(x)
)

(A.2)

≤ 10n
∞
∑

k=1

e−sk2ε2

(k + 1)nf(ε/2) (A.9)

and
∫

e−s|z−x0|2 dµ(z) ≥ e−sε2/4µ
(

Bε/2(x
0)
)

= e−sε2/4f(ε/2) . (A.10)

These inequalities imply that

lim
s↑∞

∫

e−s|z−x|2 dµ(z)
∫

e−s|z−x0|2 dµ(z)
≤ lim

s↑∞
10n

∞
∑

k=1

e−s(k2−1/4)ε2

(k + 1)n = 0 .

Therefore, for s large enough, F (x, s) must be negative.

Step 3 We now define

H(x) :=

∫ ∞

1

e−s2

F 2(x, s) ds . (A.11)
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Recalling (A.7), we have

F 2(x, s) ≤ 2

(
∫

e−s|z−x|2 dµ(x)

)2

+ 2

(
∫

e−s|z−x0|2 dµ(x)

)2

≤ 2 · 52n[f(s−1/2)]2
(
∫ 1

0

(− ln r)n/2 dr

)2

≤ 2 · 52n[f(1)]2
(
∫ 1

0

(− ln r)n/2 dr

)2

for s > 1 . (A.12)

Thus H is finite and moreover, by (A.8), H(x) = 0 if and only if x ∈ S. To complete the
proof of the theorem we just need to show that H is analytic.

First of all, note that H can be extended to a complex function of Cn by simply setting

H(ξ1, . . . , ξn) :=

∫ ∞

1

e−s2

[
∫

(

e−s
P

j(zj−ξj)2 − e−s|z−x0|2
)

dµ(z)

]2

ds (A.13)

for every (ξ1, . . . , ξn) ∈ Cn. We will now show that this extension is holomorphic.
First of all, set

h(s, z, ξ) := e−s
P

j(zj−ξj)
2 − e−s|z−x0|2 .

Thus, we can write

H(ξ) =

∫ ∞

1

e−s2

[
∫

h(s, z, ξ) dµ(z)

]2

ds .

Next note that

h(s, z, ξ) = e−s|z−Re ξ|2+s|Im ξ|2+2si(z−Re ξ)·Im ξ − e−s|z−x0|2 ,

from which we obtain

|h(s, z, ξ)| ≤ e−s|z−x0|2 + es|Im ξ|2e−s|z−Re ξ|2 . (A.14)

We use this inequality to estimate
∣

∣

∣

∣

∫

h(s, z, ξ) dµ(z)

∣

∣

∣

∣

≤
∫

|h(s, z, ξ)| dµ(z)

≤ es|Im ξ|2
∫

e−s|z−Re ξ|2 dµ(z) +

∫

e−s|z−x0|2 dµ(z)

(A.7)

≤ C
(

1 + es|Im ξ|2
)

for s > 1. (A.15)

This gives

|H(ξ)| ≤ C

∫

e−s2
(

1 + e2s|Im ξ|2
)

ds < ∞ .

Next note that we have
∂h

∂ξj

(s, z, ξ) = 0 for every j. (A.16)

Fix a direction ω ∈ Cn. We want to show that ∂H
∂ω

exists at every ξ and that

∂H

∂ω
(ξ) =

∫ ∞

1

e−s2

2

[
∫

h(s, z, ξ) dµ(z)

∫

∂h

∂ω
(s, z, ξ) dµ(z)

]

ds . (A.17)
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This, together with (A.16), would imply that H is holomorphic and completes the proof.
Therefore, fix ξ, ω ∈ C

n and consider

lim
t∈R, t↓0

H(ξ + tω) −H(ξ)

t
= lim

t∈R, t↓0

∫ ∞

1

e−s2

[
∫

(

h(s, z, ξ + tω) + h(s, z, ξ)
)

dµ(z)

·
∫

h(s, z, ξ + tω) − h(s, z, ξ)

t
dµ(z)

]

ds .

Recalling (A.14), for fixed ξ and ω, and for t ≤ 1 we obtain

fs,ξ,,ω,t(z) := |h(s, z, ξ + tω) + h(s, z, ξ)|
≤ CeCs

(

e−s|z−x0|2 + e−s|z−Re (ξ+tω)|2 + e−s|z−Re ξ|2
)

.

Therefore, it is easy to see that there exists fs,ξ,ω ∈ L1(µ) such that fs,ξ,ω,t ≤ fs,ξ,ω for every
|t| ≤ 1. From the Dominated Convergence Theorem, we conclude

lim
t↓0

∫

(

h(s, z, ξ + tω) + h(s, z, ξ)
)

dµ(z) = 2

∫

h(s, z, ξ) dµ(z) . (A.18)

Next, consider
∣

∣

∣

∣

h(s, z, ξ + tω) − h(s, z, ξ)

t

∣

∣

∣

∣

≤
∣

∣

∣
e−s

P

j(zj−ξj)
2
∣

∣

∣

∣

∣

∣

∣

∣

e−st(t
P

j(ωj)2+2
P

j(zj−ξj) ωj) − 1

t

∣

∣

∣

∣

∣

.

For any given complex number α we have
∣

∣

∣

∣

e−stα − 1

t

∣

∣

∣

∣

≤
∣

∣

∣

∣

e−stRe α − 1

t

∣

∣

∣

∣

≤ es|Reα| .

Using this elemetary remark, simple calculations lead to
∣

∣

∣

∣

h(s, z, ξ + tω) − h(s, z, ξ)

t

∣

∣

∣

∣

≤ CeCse−s|z−Re ξ|2+Cs|z−Re ξ| ≤ CeC1se−s|z−Re ξ|2/2 , (A.19)

where the constants C and C1 depend only on ξ and ω. Thus, again by the Dominated
Convergence Theorem,

lim
t↓0

∫

h(s, z, ξ + tω) − h(s, z, ξ)

t
dµ(z) =

∫

∂h

∂ω
(s, z, ξ) dµ(z) . (A.20)

Next, from (A.15), it follows easily that

e−s2

∫

∣

∣h(s, z, ξ + tω) + h(s, z, ξ)
)
∣

∣ dµ(z) ≤ CeCs−s2

. (A.21)

Similarly, by (A.19), the same computations leading to (A.15) give
∫
∣

∣

∣

∣

h(s, z, ξ + tω) − h(s, z, ξ)

t

∣

∣

∣

∣

dµ(z) ≤ CeCs . (A.22)

Hence, by (A.21) and (A.22) we conclude

e−s2

∫

|h(s, z, ξ + tω) + h(s, z, ξ)| dµ(z)

·
∫
∣

∣

∣

∣

h(s, z, ξ + tω) − h(s, z, ξ)

t

∣

∣

∣

∣

dµ(z) ≤ C1e
Cs−s2

. (A.23)



A. PROOF OF THEOREM 3.11 113

Therefore, by the Dominated Convergence Theorem, (A.18), (A.20), and (A.23) give (A.17).
�





APPENDIX B

Gaussian integrals

Proposition B.1.
∫

Rm

e−|z|2 dL m(z) = πm/2 (B.1)

ω2m := L
2m(B1(0)) =

πm

m!
(B.2)

ω2m+1 := L
2m+1(B1(0)) =

2m+1πm

(2m+ 1)(2m− 1) . . . 3 · 1 (B.3)

∫

Rm

|z|2j e−|z|2 dL m(z) =
(

j − 1 +
m

2

)

. . .
(

1 +
m

2

) m

2
πm/2 (B.4)

∫

Rm

|z|e−|z|2 dL m(z) =
mωm

(m+ 1)ωm+1
π(m+1)/2 (B.5)

∫

Rm

|z|2j+1 e−|z|2 dL m(z) =

(

j +
m− 1

2

)

. . .

(

1 +
m− 1

2

)

mωm

(m+ 1)ωm+1
π(m+1)/2 . (B.6)

Proof. (i) Note that from Fubini’s Theorem we have
∫

Rm

e−|z|2 dL m(z) =

∫

Rm

e−z2
1−z2

2−...−z2
m dz1 dz2 . . . dzm =

[
∫

R

e−x2

dL 1(x)

]m

. (B.7)

When m = 2 we obtain
[
∫

R

e−x2

dL 1(x)

]2

=

∫

R2

e−|z|2 dL 2

=

∫ ∞

0

2πre−r2

dr = −πe−r2
∣

∣

∣

∞

0
= π ,

and hence
∫

R

e−x2

dL 1(x) = π1/2 .

Using again (B.7) we conclude
∫

Rm

e−|z|2 dL m(z) = πm/2 .

(ii) Recalling that H 2m−1(∂Br(0)) = 2mw2mr
2m−1, we obtain

∫

R2m

e−|z|2 dL 2m(z) =

∫ ∞

0

2mω2m r
2m−1 e−r2

dr .
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Writing r2m−1e−r2
= r2m−2

(

re−r2)

and integrating by parts we obtain

2mω2m

∫ ∞

0

r2m−1e−r2

dr = 2mω2m(2m− 2)

∫ ∞

0

r2m−3

2
e−r2

dr

= 2m(m− 1)ω2m

∫ ∞

0

r2m−3e−r2

dr .

By induction we have
∫

R2m

e−|z|2 dL 2m(z) = m!ω2m

∫ ∞

0

2re−r2

dr = m!ω2m

and hence from (B.1) we conclude ω2m = πm/m!.

(iii) Again using polar coordinates and integrating by parts we obtain
∫

R2m+1

e−|z|2 dL 2m+1(z) = ω2m+1
(2m+ 1)(2m− 1) . . . 3 · 1

2m

∫ ∞

0

e−r2

dr .

Therefore, from (B.1) we have

πm+1/2 = ω2m+1
(2m+ 1)(2m− 1) . . . 3 · 1

2m+1
π1/2 ,

from which we conclude (B.3).

(iv) It is easy to check that

|z|2je−|z|2 = |z|2j−2〈z, ze−|z|2〉 = −|z|2j−2
〈

z/2,∇z

(

e−|z|2
)〉

.

Using this observation and integrating by parts we obtain
∫

Rm

|z|2je−|z|2 dL m(z) =
1

2

∫

Rm

[

div (|z|2j−2z)
]

e−|z|2 dL m(z)

=
1

2

∫

Rm

(2j − 2 +m)|z|2j−2e−|z|2 dL m(z) .

By induction we find
∫

Rm

|z|2je−|z|2 dL m(z) =
(

j − 1 +
m

2

)(

j − 2 +
m

2

)

. . .
(

1 +
m

2

) m

2

∫

Rm

e−|z|2 dL m(z) .

Using (B.1) we conclude (B.4).

(v) Integrating by parts as above, we compute
∫

Rm

|z|2j+1e−|z|2 dL m(z) =

(

j +
m− 1

2

)

. . .

(

1 +
m− 1

2

)
∫

|z|e−|z|2 dL m(z) .

Using polar coordinates we conclude
∫

Rm

|z|e−|z|2 dL m(z) = mωm

∫ ∞

0

rme−r2

dr .
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Note that
∫ ∞

0

rme−r2

dr =
1

(m+ 1)ωm+1

∫ ∞

0

(m+ 1)ωm+1r
me−r2

dr

=
1

(m+ 1)ωm+1

∫

Rm+1

e−|z|2 dL m+1(z) ,

from which we obtain
∫

Rm

|z|e−|z|2 dL m(z) =
mωm

(m+ 1)ωm+1

π(m+1)/2 .

Therefore, we conclude
∫

Rm

|z|2j+1e−|z|2 dL m(z) =

(

j +
m− 1

2

)

. . .

(

1 +
m− 1

2

)

mωm

(m+ 1)ωm+1
π(m+1)/2 .

�
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