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The purpose of these notes is to prwide a systematic account of that 

part of Quantum Field Theory in which symplectic methods play a major role. 
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1 SELFAVSOTNT OPERATORS 

In what follows, ff stads for a ccanp1e.x infinite d i m e n s i o n a l  H i l b e r t  space, 

the convention on the inner product being that it is conjugate l inear  i n  the 

first slot and linear i n  the second slot. 

A linear operator A is a linear t r a n s f o r m a t i o n  £ram a linear subspace 

Dom (A) c ff into ff . Tf B is a linear operator w i t h  Dam (B) 3 D a n  (A) and i f  

B IDorn(~)  = A, then B is called an extension of A and we write B 3 A. 

If A1 and A2 are linear operators, then A1 + A2 is the l inear  operator w i t h  

and 

* A1A2 is the linear operator w i t h  

is the linear operator w i t h  

The mmmutator [%,A2] is the linear owator  w i t h  



A linear operator A is bounded i f  3 C > 0: 

[Note: ~ v e n  i f  Dam(A1) and Dcan(A2) are dense, it is still perfectly pssible 

o t h e r w i s e  A is unbounded. If 

that Dcm (A1 + A2) or 

then A is bounded i f f  1 I A ~  1 < 

[Note :  Boundedness is tantamunt to c o n t i n u i t y . ]  

- 
DOIKI (A1A2 ) 

is (0) alone. 1 

Dam (A2A1 ) 
- 

2 
1.1 EXAMPLE T a k e  f f  = L (R) - and let 

where 

Then Q is unbounded. To see this, take f 

which shows that 1 1 Q 1 1 = 



[Note: Q is called the position operator.] 

2 
1 .2  EXAMPLE Take ff = L (R) - and let 

(Pf) (x) = - a f '  (x) ,  

where 

H e r e  f 1  is the distributional derivative of f ,  so Dom(P) is the Sobolev space 

2'' (5) . W e  then claim that P is unbounded. Thus choose a sequence {fnj c C: (g) 

such that 

11 
spt  fn c I - - - I ,  f 2 0, l lfnll  = 1. ntn n 

1 2  11 2 2 Since fn(x)dx = 1, 3 xn E I - --I: - f (x ) = 1, hence n'n n n n 

and this implies that P is unbounded. 

[Note: P is called the rmnentum operator. 1 

L e t  A he a densely defined linear operator. Denote by Dcnn(A*) the set of 

a l l  vectors y E ff for  which 3 a vector y* E ff such that < y,Ax > = < y*,x > 

V x E Dam(A) -- then the assignment y -t y* defines a linear operator A*, the 



adjoint of A. 

[Note: If A is bounded and m ( A )  = f f ,  then -(A*) = ff and I ] A )  1 = I (A*] 1.1 

1.3 REMARK The dcxnain of A* need not be dense. 

2 
[For  instance, take H = L (R) - and f ix  a bounded measurable function $O such 

2 
that $O $Z ~ ~ ( ~ 1 .  Let f o  E L (R) - be of norm 1 and put 

where 

nan(A) = If:l, 
- 

Suppose  now that g E Dom(A*) - then V f 



2 Since OO $ L (R) , < f o, g > = 0, thus any g E Dom (A*) is orthogonal to f There- - 

fore Dam@*) is not dense.] 

[Note : One can even construct examples in  which D m  (A*) = (0). 1 

A linear operator A is said to be closed i f  its graph 

rA = I (x,A~) :X E -(A) I 

is a closed subset of ff x ff. 

[Note: A closed linear operator whose domain is a l l  of ff is bonded (closed 

graph theorem) . I 

1 . 4  LEBNA Let A be a densely defined linear operator -- then A* is closed. 

A linear operator A is said to admit closure i f  it has a closed extension. 

[Note: When this is so, there is a m l l e s t  closed extension, the closure 

1.5 LDWA L e t  A be a densely defined linear operator -- then A admits 

closure i f f  Dan(A*) is dense. 

1.6 LEMMA Let A be a densely defined linear operator. Assume: A admits 

closure -- then = A** and A* = A*. 



A densely defined linear operator A is said to be synm&ric i f  A c A*, 

i.e., if 

< y f A x  > = < A y I x  > V X,Y E Dom(A). 

[Note :  A synane t r i c  operator A whose domain  is a l l  of ff is necessarily 

bounded. In fact, A c A* => A = A*, so A is closed (cf. 1.4), thus bounded.] 

1 .7  REMARK A s y m n e t r i c  operator A admits closure (cf. 1.5: Dom(A*) 2 Dom(A) 

is dense) . B u t  A* is always closed ( c f  . 1 .4 )  , therefore A c = A** c A* (cf . 1.6)  . 

A densely defined linear operator A is said to be selfadjoint i f  A is symmet r i c  

and A = A*. 

1 . 8  CRITERION Let A be a s y m n e t r i c  operator -- then A is selfadjoint i f f  

the range of A + is a l l  of ff .  

2 1 .9  EXAMPLE T a k e  ff = L (R) - then the position operator Q is selfadjoint. 

2 For Q is obviously s y m n e t r i c .  Mrewer, given any f E L (R) , we have 

and 

1 .10  LEMMA If A : m ( A )  -+ ff  is selfadjoint and i f  u:U -+ ff is unitary, 



then UAU-~:UD~~(A) -+ H is selfadjoint. 

2 
1.11 MA.!LE Take H = L (R) -- then the nmmentum operator P is selfadjoint. 

-1 2 2 Indeed, P = UF QUFI where UF:L (R) + L (R) - is the unitary operator provided by 
the Plancherel theorem. 

[Note: On S ( R ) ,  - 

where 

2 2 n 
1.12 FEMARK There are analogs of Q and P when L (R) is replaced by L (R ) . 

where 

Then Q. is selfadjoint (cf. 1.8). 
3 

[Note: Q . is the jth position operator ( j = 1, . . . ,n) . I 
3 

2 n 2 n 
P Let UF:L (R ) + L (R ) be the unitary operator provided by the 
1. - - 

Plancherel theoren - then, by definition, 



where 

Since Q. is selfadjoint and UF is unitary, P .  is selfadjoint (cf. 1.10). And, 3 I 

v f € s(gn), 

th [Note: P . is the j mmntum operator ( j = 1, . . . , n) . I  
I 

A densely defined linear operator A is said to be essentially selfadjoint 

if A is symnetric and Zi is selfadjoint. For example, if D is a dense linear 

proper subspace of ff, then its identity mp is not selfadjoint but it is essentially 

selfad joint. 

[Note: A sptric operator A is essentially selfadjoint iff the range of 

A + fi is dense in ff (observe that --(A + J = Ran(Z t a) and apply 1.8).1 



1.13 EXAM!?LE Take H separable and let {en} be an orthonorm1 basis. Given 

a sequence r = {rn) of real numbers, define a linear operator Ar on the linear 

spln of the en by Aren = rnen - then Ar is synt?stric (but Ar is bounded iff r 

is bounded). The adjoint A: of Ar has for its dcunain 

2 
tx= Z cnen E H: Zlc r I < 031, n n n n 

with 

A*x= C c r e  r n n no n 

- 
Therefore A is not selfadjoint. On the other hard, xr = A:, hence x; = A;* = Art r 

so is selfadjoint, i. e. , Ar is essentially selfadjoint. 

1.14 LEMMA If A is essentially selfadjoint and if B 3 A is syrmetric, then 

B is essentially selfadjoint and = 6 .  

[Note: In particular, an essentially selfadjoint operator admits a unique 

selfad joint extension. 1 

A symnetric operator need m t  be essentially selfadjoint (in fact, a syrcnnetric 

operator need not have any selfadjoint extensions whatsoever). Suppose, however, 

that A is symoetric and D c m(A) is a dense linear subspace such that A (D is 

essentially self ad joint -- then A is essentially selfadjoint and A = A- (cf . 1-14) . 

2 n 
1.15 EXAMPLE Take fd = L (R - ) and let 



where 

2 n m(A) = {f:Af E L (R - ) 1 .  

Here A£ is understood in the sense of distributions, hence m(A) is the Sobolev 

space . mere are then two pints : 
1. A is selfadjoint. 

2. AIC:(R~) 

Using the Fourier 

is essentially selfadjoint. 

transform, the first follms £ram the fact that multiplication 

by 1xI2 is selfadjoint on 

00 n AS for the second, since aJcC(~ ) is syrmetric, it suffices to shm that 

A. 

Indeed, this gives 

Let g be in the d-in of (A/C~(R"))* -- then V f E c:($), 
C - 

< g,Af > = < (Al~z(~~))*g,f >, 

2 n thus ~g .g L (R - ) in the sense of distributions, so g E Dan (A) and (A (c: ($1 *g = Ag . 
Therefore 

(A/c~($))* c A. 

The reverse conta-t is equally clear. 



[Note: It is a corollary that A IS (R") - is essentially selfad joint (in 1.14, 

let A  = A~C;(R") - and B = AIS(~~)).I 

1.16 TABLE 

A symnetric F A C ~ = A * *  C A *  

- 
A  symetric and closed - A  = A  = A** c A* 

- 
A  essentially selfadjoint ---+ A  c A  = A** = A* 

- 
A  selfadjoint A = A = A * * = A *  

[Note: Suppose that A  is symetric -- then 

A  essentially selfadjoint <=> A* qmm~tric.] 

Let A be a densely defined linear operator -- then a coo vector for A  is any 

1.17 REMARK If A  is selfadjoint, then spectral theory implies that its 

2 set of coo vectors is dense but if A  is merely symnetric, then Dom(A ) can be 

(01, hence in this case, the only analytic vector is the zero vector. 

Let x be a cm vector for A -- then x is said to he analytic if the p e r  

series 

has a positive radius of convergence. 



[Note: The set of analytic vectors for A is a linear subspace of Dm(A) . ]  

1.18 THEOREM (Nelson) If A is symnetric and if Dom(A) contains a dense 

set of analytic vectors, then A is essentially selfadjoint. 

1.19 EXAMPLE (Annihilation and Creation) Take H separable. Fix an o m -  

norm1 basis {en:n B 01 for H and let D be the set of x E H: 

Define linear operators a and c on D by - - 

5. E_a,cl = I. 

6. < g , x  > = < y,gx > V x,y E D. 

The last property implies that c - c a* - and a c c*. Therefore bth a and c admit - - - - 

closure (cf. 1.5). Put N = - then Nen = nen (n B 0) and 



[N,a l  = - a, - [N,c_l = c_. 

Suppose m that r E R, z E C and consider r N  + zc + za. It is symnetric and - - - 

we claim that it is actually essentially selfadjoint. To see this, let us f i r s t  

show that 

k k (n + k) ! I l ( r ~ +  zc - + za) - e n / /  5 (lrl + 21~1)  nl 

This is certainly true i f  k = 0. Proceeding by induction, assume that it holds 

for  k > 0 and then note that 

- k + l  I 1 ( r N  + 2s + 22) enI 1 

= I I ( r ~  + zc - + zalk(rnen - + z e n .  

which completes the induction. Frm this it follows that the elements of D are 



analytic vectors for rN + zc - + ;a: - 

so long as I tl is sufficiently small. That rN + zc - + :a - is essentially selfadjoint 

is thus a consequence of Nelson's theorem. In particular: The canbinations 

are essentially selfadjoint. 

[Note: By definition, a - is the annihilation operator, c - is the creation 

operator, and N is the ntrmber operator (all this being, of course, w.r.t. the 

given orthonormal basis) . I 

1.20 REMARK As was shown above, we have c - c a* - and a - c c*. - To simplify 

notation, denote their respective closures by c and a (rather than - and a) - -- 
- 

then c* - = 2 and a* - = c. consequently, 



[Note :  Actually, 

where we have put 

Since b and c are the respective closures of a - and c, - it is clear that D c ~om(a) 

and 6 c m ( C )  with 

and 

Turning to  the reverse contaimmnts, let x E Darn(;) -- then 

and 



1.21 LEMMA Suppose that A is synsnetric. L e t  D be a dense linear subspace 

of Dom(A) which contains a dense set of analytic vectors for  A -- then A ID is 

essentially selfadjoint i f  AD c D. 

[Note: There is a subtlety here: If x E D is to be analytic for A I D ,  then 

f i r s t  of a l l  it rmst be cm for A I D ,  manhg that A"X E D V n. But this is not 

autamatic, thus the requirement that AD c D.] 

2 
1.22 EXAMPLE Take H = l (N), let {en} be its usual orthonormal basis, and - 

define A by Aen = ne (n 2 1) -- then A is selfadjoint and n 

L e t  D be the set of a l l  f i n i t e  linear canbinations of the form C c ~ % ~  where 
k=l 

K 
E c, = 0 (K arbitrary) -- then D is dense and its elanents are analytic for A. 

k=l 

='1 
However, A ID is not essentially selfadjoint. 'Ib see this, let y = E r; en -- then 

1 



But y $ m ( A )  and this implies that A ID is not essentially selfadjoint. For if 

- - 
it were, then A I D  = A (cf. 1.14) and A I D  = (AID)* (cf. 1.16), i.e., we would 

have (A / D) * = A, an impossibility since their damains are different ( (A 1 D) * is , 
of course, an extension of A) . 

[Note: D is not invariant d e r  A. I 

1.23 REMARK The set of analytic vectors for a selfadjoint operator is 

dense (cf. 2.28) but there exist essentially selfadjoint operators whose set of 

analytic vectors is not dense. 

[It can happen that a selfadjoint opexator A has a domain of essential self- 
2 

ad jointness D c D m  (A) such that D n -(A ) = (0). I 

In guantum mechanics, an observable is a selfadjoint operator. But there is 

a difficulty: The sum of two selfadjoint operators need not be selfadjoint (or 

even essentially selfadjoint), hence the set of observables is not a linear space. 

[Note: Recall that by ass~nrq?tion, ff is infinite dimnsional (if H is finite 

dimensional, then there are no problems) . I 

2 1.24 EXAMPIE Take ff = L (R), - let {A] be an enumeration of the rationals, 
and put 



Let 

and 

not 

ardt 

Qf be the mltiplication operator determined by f, thus Qf = f$, where 

Qf is selfadjoint. It is clear that f is locally integrable. H o w ~ v ~ ,  f is 

square integrable on any interval of positive length. If g is continuous 

nonzero at a pint x then 3 E > O:lg(x)l 2 E for all x in same neighborhood 0' 
CI 

L 
of x0 I so 1 1 fg 1 dx = w. Accordingly, Dan(Qf) does not contain any nonzero 

R - 
continuous functions. Since a given elenat of Dom(P) always admits an absolutely 

continuous representative, it follcsws that -(PI n Dtnn(Qf) = {O} . Therefore 
P + Qf is not selfad joint. 1 

1.25 REMARK The uncertainty relations in quantum mechanics involve the 

camnutator [A,B], where A and B are selfadjoint. HaWeVaI sane care has to be 

exercised: Dom([AIB]) m y  reduce to (0) wen if B (say) is bounded. 

2 [Proceeding as above, take H = L (5) but this tirrr? put 

where C stands for a sum over all n such that q, < x - then 0 < f (x) < 1 and 
X 

f is discontinuous at each s. Let A = P, B = Qf (B is selfadjoint and bounded). 

If g E Dam([A,B]), then both g and fg are continuous on R. - Therefore f is 

continuous at all pints xo at which g(xo) # 0. But f is discontinuous at each 

q,, thus g(a) = 0 V n and so g 0. 1.e.: Don([A,B]) = {O}. 



If A and B are selfadjoint and if Dam(A + B) is dense, then 

Therefore A + B is symwtric and is essentially selfadjoint iff (A + B)* is 
symnetric (cf . 1-16) . 

1.26 REMAEX Suppose that A is an unbounded selfadjoint operator -- then 
it is always possible to find amther selfadjoint operator B such thatA + B 
is densely defined (thus symnetric) but has no selfadjoint extensions. 

[Note: B is necessarily unbounded (see belaw) .I 

1.27 T H M > W  (Kato-Rellich) Suppose that A is selfadjoint and B is 

symnetric with Dom(A) c D m ( B )  . Assume: 3 constants 0 5 a < 1, b 2 0 such that 

ll~xll 5 all~xll + bllxll (X E m(A)). 

Then A + B is selfadjoint. 

Consequently, if A is a selfadjoint operator and if B is a bounded selfadjoint 

operator, then A + B is selfadjoint. Proof: In 1.26, take a = 0, b = I I B I  I. 

1.28 REMARK If A is selfadjoint and unbounded and if B is selfadjoint and 

bounded, then AB need not be selfadjoint. Thus choose x E ff - Dom(A) and let B 

be the orthogonal projection onto Cx - -- then Dan(AB) = {CxlL, - which is not dense 

in ff. 

1.29 THEOlW1 (Wst) Suppose that A is essentially selfadjoint and B is 



m t r i c  with m ( A )  c -(B) . Assume: 3 b 2 0 such that 

Then A + B is essentially selfadjoint. 

[Note: If the hypothesis that "A is essentially selfadjoint" is 

strengthened to "A is selfadjoint", the conclusion remains the same: A + B 

is essentially selfadjoint. E.g.: Take B = - A with A unbounded -- then the 
sum A - A is the zero operator on Dom(A), which is essentially selfadjoint 

(its closure being the zero operator on -(A) = ff) . I 

A closed densely defined linear operator A is said to be normal if 

Dom(A*A) = Dcsn(AA*) and there A*A = AA* . 
Every selfadjoint operator is normal as is every unitary operator. 

1.30 REMARK If A is a closed densely defined linear operator, then 

- 
A* A 

are selfadjoint and 
- A A* 

1.31 IEMMA Suppose that A is closed and densely defined - then A is 

rn-1 iff m ( A )  = Dam(A*) and there 11~x1 1 = I IA*xI  I .  

An easy application of this result is the fact that if A is normal, then 

V z E C, z + A  is normal. - 



1.32 Suppose t h a t A  is normal -- then 

are essentially selfad joint on Daan (A) = Dam (A*) . 
[Note: Put 

Then 

and there 

Suppose that A:ff + ff is bounded - then A is said to  be nonnegative i f  

< ~ , A x > 1 0 V X E f f .  

[Note: A nonnegative operator is necessarily selfadjoint (ff  is complex).] 

1.33 LEMMA If A is nonnegative, then there is a unique nonnegative 

2 operator 6 such that (a) = A. 

1.34 LlNWl If A is nonnegative and B:H + ff is bourded, then AB = BA i f f  

A B = B A .  



1.35 EXaMPLE I f  A and B are nonnegati~e and i f  AB = BA, then 16 6 = 

& a, thus 

A B = & % h I / i i & i = & F i & P a =  (vRm2, 

from which it follows that aB is also nonnegative. 

Suppose that A:U + ff is bounded - then 
admits a unique square root and we write 

A*A is nonnegative, hence by 1.33 

1.36 EXAMPLE I f  

I A 

then I A I  and I B I  conmute. For 

( /A1 2)1/2 

or  still, 

APPENDIX 

Denote by B(U) the set of bounded linear operators on ff. 

0 L (If) is the two sided *-ideal in B(H) consisting of the Hilbert-Schidt -2 

operators. 

$(U)  is the two sided *-ideal in  8 ( H )  consisting of the trace class 

operators. 



Recall that L2(ff) is a H i l b e r t  space while L1(ff) is a Banach space. In 

fact,  k1(ff) c I;'2 ( U )  with 

[Note: By definition, 

IXMMA L e t  A E B(ff )  - then A E kl(ff) i f f  3 B,C E k2(ff) such that A = BC. 

[Note: Matters can always be arranged so as to  ensure that 

REMARK Let A € & ( ff) . A s s u m :  A is invertible - then 

[Bear in mind that tl is, by hypothesis, inf ini te  dimensional. 1 

In practice, it is sanetimes necessary t o  consider t w o  inner products on U, 

say < , >, < , > I ,  which we shall  assume are equivalent -- then the Riesz r ep  

resentation theorem implies that 3 a bounded linear operator Tt:H -t ff such that 

v X r Y  E H I  



Observing that TI is ps i t i ve  and selfadjoint per < , put T = (TI) 'I2, m 

that V x,y E ff 

[Note: T is invertible.] 

FEMARK Let A E B(U) and denote its adjoint per < , >' by A* -- then 
v x,y E HI 

< x,Ay > = < Tx,TAy >' 

2 
= < T-~A*T x,y >, 

-2 2 
thus the adjoint of A per < , > is T A*T . 

-2 2 
E.g.: TakeA= T - then the adjoint of T per < , > is T = T I  i.e., 

T is also selfadjoint per < , >. 

m ~ e t  A E B(U) - then A E L (ff) (p = 1,2) per < , > i f f  A E L (ff) 
-P -P 

(p = 1,2) per < , > I .  

[~o t e :  Suppose that A is trace class - then 

tr (A) = tr (A) . I 



52. SPECTRAL THEORY 

Let H be a complex infinite dimensional H i l b e r t  space - then by Pm,, 

we understand the set of bounded ide tp ten t  selfadjoint operators on ff or still, 

the set of orthogonal projections on ff. 

Let (X,S) be a measurable space (so S is a a-algebra of subsets of X) -- 
then a s p e c t r a l m s u r e  on S is a function E:S -+ Pro such that  ff 

and 

in  the strong operator topology whenever {Sn} is a disjoint sequence of sets in  S. 

2 n 
2.1 EXAMPLE Take X = R ~ ,  S = Eior (Rn) and ff = L (R , p) , where p is a - - - 

a-finite -sure on Eior(Rn) - -- then the prescription 

is a spectral measure. 

2.2 LmMA Suppose that E:S -t ProH is a spectral measure -- then 



E (S) < E (T) d E (T - S) = E (T) - E (S) 

2.3 LEMMA Suppose that E:S -+ Pro  is a spectral measure - then 
ff 

E(S u T) + E(S n T) = E(S) + E(T), 

2.4 LEWA Suppose that E:S -+ P r o  is a s p e c t r a l  measure -- then ff 

E(S n T) = E(S)E(T).  

2.5 REMARK S p e c t r a l  msures are continuous £ r a n  above and belaw: 

=> 

E (S) = l i m  E (Sn) ( s t rong  operator topology) 

and 

E (S) = l i m  E (Sn) ( s t rong  operator topology) . 

2.6 CF!ITZFUON A function E:S + Proff such  that E(@) = O f  E(X) = 1 is a 

spectral measure i f f  v x,y E 14, the f u n c t i o n  

(S) = < x f E ( S ) y  > 
k y  

is a complex measure on S.  



Specialize to the case when X = RI - S = Bor(R) - and f ix  a spectral measure E. 

Let IX = 1 - m,h] and EA = E ( I A )  - then V x E HI  Fx(h) = < x,E x > is an increasing X 

r ight continuous function on R. - By definition (cf. 2.6), 

"x,x (]arb] 1 = < x,ECla,bl ) x  > 

thus 11 is the Stiel t jes  measure induced by F, (and Fx is the cumulative distrib- 
X I X  

ution function of u . 
X I X  

[Note: In general, the function X + < xIEAy > is of bounded variation (as 

can be seen by polarization) and px is the associated St ie l t jes  measure. 
IY 

Syrrbolically: diixIy(X) = d< xIEAY >.I 

Suppose that f:R - -+ C - is a b o d e d  Bore1 function - then it is clear that 

there exists a unique bounded linear operator Af:ff + ff such t h a t  V x,y E ff, 

< xfAfy > = jR f (h)d< xIEAy >. 
- 

H e r e  

1 1 ~ ~ 1 1  = ess sup I f /  ( = i n f  E SUP ) f ( M I ) .  
S:E(S) = 0 X ji! S 

mreover Af = A i f f  f = g E - a.e.. i-e.. i f f  ~ ( { h : f  ( A )  z g(X) 1) = 0. 
g 



We shall call Af the integral of f w.r.t. E and write 

Af = IR f dEh. - 

[Note: The result of applying JR f dEh to a vector x is usually denoted - 
by IR f dEhx rather than (IR f dEh)x.l 

- - 
Properties of the Integral The arrw f +Af is a linear map from the bounded 

Bore1 functions on R - to the bounded linear operators on U. In addition: 

2.7 REWAEX The operator Af is always normal. It is unitary if V h, 

1 £(A) E S - and it is selfadjoint if V A, £(A) E R. - 

2.8 EXAMPLE V Bore1 set S, 

Consequently, 



To eliminate the boundedness restriction, consider an arbitrary Borel function 

f:R -t C. Put - - 

Then D is a linear subspace of ff: f 

Furthermore, Df is dense. To see this, f i x  x E ff and let  xn = E (Sn) x, where 

'n = A : £  1 n .  Since Sn c Sn + and U Sn = R, - it follows that 
n 

E(Sn)x -t E(R)x - or still, xn + x. But x E Df: n 

2 
JR \if (1) I d< XnIEAXn > - 

2 2 
. n  llxII . 

So Df is indeed dense. 

To aonstruct Af, let x E Df and c h s e  a sequence If,} of boded Borel 



functions such that 

Set x = fR fn dEAx - then 
n - 

Therefore the sequence {A~ XI is Cauchy, thus has a limit in H which, by a 
n 

similar argument, is independent of the approximating sequence {£,I. The 

prescription 

then defines a linear operator, the integral of f w.r.t. E, written 

Accordingly, 

[Note: T b  establish that Af is really linear, cWse the fn subject to 

- f + f  n 
E - a.e. (e.g. fn = xS f) - then fn is independent of x E Df 

n lfnl 2 I f 1  



and by dominated convergence, 

2.9 LENMA Letx E ff, y E Df - then f is integrab1ew.r.t. yx and 
rY 

Therefore V x E ff & V y E Dfr 

< xIA Y > = < xIE(R)A~ > f 

2 
2.10 EXAMPLE Take ff = L (R,') where v is a a-finite measure on S = Bor (R) - - 

and let E (S) $ = xS$ (cf . 2.1) . Suppose that f :R - -+ is Bore1 and consider its 

associated multiplication operator Qf, viz. $ -t f$ with 



Properties of the Integral The unbounded situation is cmplicated by damin 

issues. It is certainly true thatAcf = cAf (c E C). As for addition and mlti- 

plication, we have 

And it is still the case that 

hence IR f dEA is selfadjoint whenever f is real (and norm1 in general). - 
[Note: If f and g are real valufd, then Af + - = Af + A . I 

g 

k 
2.11 LEbNA Let f:R - + C - be Bore1 -- then A = Af (k = 1,2,. ..). In 

f 

addition, given q l e x  numbers cO,cl, ..., c , we have n 

k So, by way of a corollary, if f is real, then the powers Af (k = 1,2, ...) 

are self ad joint. 

2.12 SPECTRAL THEOREM If A is selfadjoint, then 3 a unique spectral measure 

E such thatA = IR X ah. - 



This is the central result of the theory. In order to help place it in 

perspective, it will be convenient to review same standad terminology. 

LetA be a densely defined linear operator, which we shall assume is closed - 
then the spectrum cr(A) of A is that subset of C consisting of those X such that 

A - X is not a bijection Dom(A) -t ff. 

[Note: It may very well be the case that O(A) is qty. 1 

Suppose that h € s(A) - then there are tm possibilities: 
1. A - A is not injective. 

2. A - X is injective but not surjective. 
The elements X E o(A) corresponding to the first case are the eigenvalues of A. 

They constitute the point spectrum a (A) of A. The elements X E a(A) corresponding 
P 

to the secord case fall into t m  classes: The continuous spectrum O~(A) consists 

of those 1 such that Ran(A - X) is dense in ff and the residual spectrum or (A) 

consists of those X such that -(A - A) * f f .  Thus there is a disjoint decomPsition 

2.13 LEMMA cr (A) is a closed subset of C. 

[Note: The spectrum of a selfadjoint operator is a closed subset of R - while 

the spectrum of a unitary operator is a closed subset of T. - ] 

2.14 EXAMPLE (Annihilation and Creation) Agreeing to use the notation of 

1.19 and 1.20, define linear operators 

- 
exp (za) 

( z  E C) - on D by 
- exp(zc_) 



Since 

1/2 I [(n + k) !I , 

these definitions make sense. Recalling that 

we have 

Obviously, then, 

Therefore exp(z2) eo E D d a  . Since 

and since z E C - is arbitrary, the conclusion is that 0 (:I = C. On the other 
P - 

hand, $(c )  = O while or(;) = c. 



[Note: In passing, observe that 

Assume henceforth that A is normal -- then the residual spectrum is qty: 
p (A) = @. Turning to the point spectrum, one can show that X E o (A) iff 

P 

- 
X E a (A*) w i t h  

P 

Ker (A - A) = K e r  (A* - x) . 

And the eigenspaces correqnnding to distinct eigenvalues are mtually orthogonal. 

The spectrum of A is said to be pure pint if there is an orthonormal basis 

. :i E 11 for H consisting of eigenvectors for = Aiei. 
{el 

2.15 LENNA If A is a normal operator whose spectrum is pure point, then 

2.16 EXA??LE Consider N, the closure of the n m b r  operator N (cf . 1.19) -- 
then is selfadjoint and Zen = ne (n 2 0). Therefore the spectrum of $ is pure 

n 

pint and 

2.17 EXAMPLE Take H separable and let {en} be an orthomrmal basis. Mine 



1 
a linear operator A on the linear span of the en by Aen = en - then A is 

1 
selfadjoint (cf. 1.13). But % =,en. Therefore the spectrum of is pure 

[Note: Let F be an infinite subset of Q - -- then a simple variation on this 
t h e  gives rise to a selfadjoint operator whose spectnnn is pure point and coin- 

cides with F. ] 

2.18 CRITERION Suppose that A is norm1 - then A E a(A) iff 3 a sequence 

of unit vectors xn E Ibm(A) such that (A - Mxn + 0. 

EXAMPLE Take f f  = L~(R) and let A = Q, the position operator -- then - 
For Q is self ad joint, so c(Q) c R. This said, fix A E R and put - - 

thus 2.18 is applicable. 

[Note: Obviously, o (Q) = @, hence o (Q) = oc (Q) . I  
P 

2.20 LEMMA If ~:Dorn(A) + ti is selfadjoint and if U:ff +- tl is unitary, then 

o = o (A) . 
[NO*: Recall that ~Au-~:uD~~(A) + ff is selfadjoint (cf . 1.10) . I  

2 2.21 EXAMPLE Take ff = L (R) and let A = PI the mentum operator - then - 



Let A be selfadjoint - then in the notation of the spectral theorem 

(cf. 2.12), 3 a unique spectral measure E such that A = IR h dEh. - 
[Note: Bear in m i d  that in this context, the damin of E is Bor (R) - . 1 

2.22 The spectrum @(A) of A is a nonapty closed subset of 5. 

~reovw E(R - - a(A)) = 0 and, in fact, E is supported by o(A). 

[Note: A syrmtetric operator is selfadjoint iff its spectrum is real.] 

2.24 LEMMA h E o (A) iff ~((1)) # 0. 
P 

[Note: The range of E ({A)) is the corresponding eigenspace. ] 

2.25 RENARK Any isolated point of O(A) is an eigenvalue. 

2.26 EXAMPLE Suppose that A is pure point - then there is an orthogonal 

and the spectral measure determined by A is given by the rule 



where the convergence is in the strong operator topology. 

Since a (A) is closed, it contains its limit points: a (A) 3 a (A) ' . The 
essential spectrum ks (A) of A is then by definition a(A) ' together with the 

eigenvalues of infinite multiplicity. 

2.27 LJl3W-l X E cress(A) iff the dimension of E(1X - E , X  + E[) is infinite 

V & > O .  

[Note: This implies that o,ss(A) is a closed subset of R.] - 

hence 

The cclmplement 

is called the discrete spectrum of A. It consists of all isolated eigenvalues 

of finite multiplicity. If the essential spectrum is empty, then a(A) = od(A) 

= a (A) and the spectrum of A is pure pint. However, it may very well be the 
P 

case that the spectrum of A is pure pint, yet the discrete spectrum is empty. 

Working still with the spectral measure attached to A, let f:R - -t R - be 

Bore1 -- then Af = lR f dEA is selfadjoint and tl x E id & v y E Df, we have 



[Note: In this context, it is customary to w r i t e  f (A) i n  place of Af . I 

2.28 EXAMPLE Given x E H, let xn = E(Sn)x, where Sn = {A: [ X I  5 n} - then 

x is analytic for A. In fact, n 

is absolutely convergent for a l l  t. 

[Note: Since xn -+ x and x is arbitrary, the se t  of analytic vectors for A 

is dense. ] 

2.29 LEMMA The spectral measure attached t o  £(A) is the assignmmt 

S + E(~- ' ( s ) ) .  

2.30 Suppose that f is continuous -- then a ( f ( ~ ) )  = f ( a ( ~ ) ) .  

W e  shall t enn  A nonnegative i f  < x,Ax > 2 0 v x E -(A). When this is so, 



o(A) c 5 and A admits a unique mnnegative nth root viz. 
2'0 

2 .31  EXAMPLE C o n s i d e r  N, the closure of the number operator N ( c f  . 1.19)  -- 
then N is nonnegative and 

2.32 LENMA Suppse that A is selfadjoint and nonnegative - then 

1 /2  i . e. , Dam (A) is a dcnnain of essential self ad jointness for A . 

UiWlA If A is selfadjoint, then / A ]  ( = IR I X I dEA) is nonnegative - 
2 1 /2  1 )  =-(A) ( t h u s  I A ~  = A i f A i s n o n n e g a t i v e ) .  And: \A!  = ( A )  . 

If f : R +  - C - is Borel, t h e n A f  is n o r m a l  w i t h  A. = A  - or still, f ( A )  is normal 
f 

w i t h  f (A) * = 7 (A) . 

2.34 EXAMPLE Suppose that x is an analytic vector for A, hence 3 Rx > 0: 



if It1 < Rx. We then claim that 

" zk k 
x E -(em) and eZAx = Z - A x  

]c=O k! 

ZA 
provided / z (  < Rx. For x E Dm(e ) iff 



and observe that 

Therefore 

2.35 REMAEtK If A is selfadjoint, then its se t  of analytic vectors is 



53. ONE PARAMETER UNITARY GROUPS 

Let H be a ccanplex inf ini te  dimensional H i l b e r t  space. Denote by U(H) the 

set of a l l  unitary operators on 14 -- then U(ff') is a group under operator multi- 

plication 

3.1 

unitary. 

and is a topological group when equipped w i t h  the strong operator topology. 

EXAMPLE The strong l i m i t  of a sequence of unitary operators need not be 

2 
To see this, take H = L (N) - and define Uk:H +- H (k > 1) by 

uk({xn}) = (%Ix1Ix2I . I%-~I$+~I%+~I  * ) .  

Then the Uk are  unitary and converge strongly t o  TI where 

~({x,}) = (0,x ,x ,... ) .  1 2  

Suppose that U is unitary -- then cr(U) is a closed subset of {z: lzl = 1). 

3.2 SPECTRAL THEK)REM If U is unitary, then 3 a spectral measure E such 

that E(1 - w,O[) = 0, E([27r103[) = 0, and 

[Note: As i n  2.12, the domain of E is Bor(R) .  - Incidentally, these corditions 

determine E uniquely. 1 

2 2 3.3 EXAMPLE L e t  UF:L (R) +- L (R) - be the unitary operator provided by the 



are pairwise orthogonal nonzero projections whose 

(k = 0,1,2,3), it follows that o(UF) = {I, fl, - 

sum is r. since uFpk = (-1 'pk 

1, - -1 and the spectrum of U 

is pure pint. The spectral measure determined by UF is given by the rule 

[Note: Each of the eigenvalues +- 1, +- &i is of infinite multiplicity.] 

27~ a?+, 
3.4 LEW& Suppose that U is unitary. Put % = h dEA -- then U = e 

[Note: Here E is the spectral measure per 3.2.1 

Let G be a topological group -- then a unitary representation U of G on U is 
a continuous lmmmrphism U : G -+ U (U) . 

[Note: Spelled out, the continuity of U is the requir-t that V x E U, 

the map 0 -+ U (0) x f m  G to ff is continuous. 1 

Specialize bo the case when G = R - - then a unitary representation U of R - 



on ff is called a one parameter unitary group, thus U:R - + U ( f f )  is a continuous 

bxmtnrphism and we have U(0) = I, U ( - t )  = u ( t ) - l  = U(t)*. 

3.5 REMW( Suppose that U:R -t U ( f f )  is a haramrphism - then to check - 

strong continuity it suffices t o  m r k  a t  t = 0 and for this weak continuity a t  

t = 0 is enough. Proof: 

[Note: When ff is separable, one can get away w i t h  less, viz. i f  for a l l  

x,y E ff, the function t + < U(t)x,y > is Borel, then the function t + U ( t )  is 

strongly continuous. H e r e  the separability assumption is necessary: Without it, 

strong continuity m y  fa i l . ]  

3 . 6  EXAMPLE Le t  ff be a H i l b e r t  space w i t h  an orthonormal basis {es:s E 51 

in a one-to-one mrrespndence with g. Put U ( t ) e  = et+s -- then the assigment 
S 

t -+ U ( t )  is a hcmmnrphism f r m  R - to  U ( f f )  but it is not a unitary representation 

of g on ff. 

Given a one parameter unitary group U, let DU be the set of a l l  x E ff for 

which 

exists. Define a linear operator A on DU by 



Then A is call& the generator of U. Its domain Dam(Al ( = DU) is invariant 

under U and V x E Dom(A), 

3.7 LEMMA Suppose that A is a selfadjoint operator. Put 

Then U is a one parameter unitary group and its generator is A. 

PRCXlF It is clear that the U(t) are unitary ard V x,y E ti, 



This shows that U:R - + Il(ff) is a harrmnr>rphism. To check strong continuity at 

t = 0, write 

Since le 
J-1 tx - 11 i 4 (which is integrable) , an application of dominated 

2 convergence gives lim I I u (t) x - x 1 I = 0. Assme m that x E Dam(A) -- then 
t + O  

But 



and 

so another application of dc4ninated convergence gives 

Therefore DCXII(A) c DU. 'Ib reverse this, l e t  x E DU a .  put 

Then for a l l  sufficiently small t * 0, we have 

On the other hand, 

2 1 
~ a t o u l s  lama then implies that E L ( ~ r ~ x , y  ) , thus x E ~ c ~ n  (A) . Consequently, 

m ( A )  = DU and A is the generator of U. 

2 n 
3 .8  EXAMPLE (The Free Propagator) Take H = L (R 1, A = A -- then V f E s ( F ~ ) ,  - 



3.9  THEX)REM (Stone) Let U be a one parameter unitary group - then there 

is a unique selfadjoint o w a t o r  A such that U ( t )  = e FrtA 

The uniqueness of A is inmediate (cf. 3.7). A s  for the existence of A, one 

can either proceed directly (there are various approaches) or  one can c i t e  a fa r  

mre general result  which goes as follows. 

L e t  G be a locally compact abelian group, r its dual. Suppose that  U is a 

unitary representation of G on 14 -- then there exists a unique spectral measure 

E: Bor ( I') + Pro such that  
H 

When specialized to the case when G = II. (hence I? = R), this says that  

or still, 

where A = JR A dEh - 

2 3.10 EXAMPLE Take f f  = L (R) and let A = Q, the position operator -- then - 

e tQ+(A) = e a t A y ( ~ )  (cf. 2.10). 



2 3.11 EXEMPLE Take = L (R) and let A = P, the momentum operator -- then 
C( 

-1 
P = UF QUF (cf . 1.11) , hence 

3.12 LEMMA Suppose that U is a one parameter unitary group with generator A. 

Let D c Dam(A) be a dense linear subspace of ff which is invariant under U -- then 

A ID is essentially selfadjoint and AT = A. 

PWX>F The restriction A]D:D -t ff is syrmetsic (A being selfadjoint). To 

prove that AID is essentially selfadjoint, it suffices to show that the range of 

AID k is dense in tl and for this, it suffices to shw that 

K~~((A]D)* + J--T) = (0). 

Thus let y E Darn((A[~)*) and assume that (AJDI*~ = ,GI y -- then V x E D, we have 

Therefore the complex valued function f(t) = < y,U(t)x > satisfies the differential 

t equation f' = f, hence f(t) = f(O)e . But If(t) 1 is bounded, so f(0) = < y,x > = 0. 



As this blds for a l l x  E D and D is dense i n  tl, it follows that  y = 0. 1.e.: The 

kernel of (AID) * - is (0). Analogous considerations shaw that  the kernel of 

(A I D )  * + fl is likewise (0). Conclusion: A I D is essentially selfad joint. And: 

= A (cf. 1.14) .  

Then the assigrnnent t -+ U ( t )  is a one parameter uni- group and its generator 
CO 

A is given on Cc (E) by 

Since c ~ ( R )  is invariant d e r  U, an application of 3.12 implies that  
C - 

or still, 

2 
3.14 EXAMPIX Take ff = L (R) - and let 

Then the assigmment t -t U ( t )  is a one parameter unitary group and its generator A 

is given on S (g) by 

af = (P + Q ) f .  



Since S(R) - is invariant d e r  U, an application of 3.12 implies that 

A = '8 + Q) IS@). 

[Note: The damah of P + Q is Dom(P) fl D m ( Q )  and there, P + Q is symnetric. 
But 

P + Q = A (cf. 1.14). 

Therefore P + Q is essentially selfadjoint. On the other hand, P + Q c T-'PT, 
where T is the unitary multiplication operator 

Since T-$f is selfadjoint (cf . 1.10) , it follm that A = T-~FC. 1 

Let G be a Lie group. Suppose that U is a unitary representation of G on ff. 

Fix an X E g -- then the assignment t -t U(exp(tX) ) is a one parameter unitary - 
group, thus there is a unique selfadjoint operator dU(X) such that 

2 3 
3.15 EXAMPLE Working in ff = L (R ) , Put 



ut {sI$,QZ} be the p s i t i o n  operators and let {P ,P ,pZ} be the mmentum 
x Y 

3 
operators (cf. 1.12) -- then v f E C;(R ) ,  

I o P f - p g x f = m z f .  
- X Y  

2 3 
Consider the canonical unitary representation U of SO(3) -- on L (R - ) arising from 

3 3 the right action of SO(3) - on R - (viewed as row vectors) and note that C ~ ( R  - ) is 

invariant under U. Let 

be the usual basis vectors for - s0(3), thus 

men there are selfadjoint operators dU (Ex) , dU (E , dU (Ex) characterized by the 
Y 

relations 



d R au ( E ~ I  f (3 = f (; exp (mx) = xf, I t=O 
it follows from 3.12 that 

is essentially selfadjoint with 

Ditto for the other tw. Set 

Then L ,L , L ~  are called the angular mmmtum operators. On C E ( ~ ~ )  , we have 
x Y 

3.16 THEOREM (Trotter Product Formula) If A a r d  B are selfadjoint and if 

A + B is essentially selfadjoint, then 

in the strong operator topology. 



2 3 3 
3.17 EXAMFLE ut v 5 L (R ) + ~ ~ ( 5  ) be real valued - then - A + v is - 

self adjoint on Dm ( - Q) ( = D m ( A J  ) . To see this, we shall use 1.27, taking 

A = -  A (cf . 1.15) and B = V {meaning mltipl icat ion by V, a selfad joint operator) . 
t h e n  

which shws that  Darn( - A) c DomW) (every element of Darn( - A) is necessarily a 

bounded continuous function vanishing a t  infinity). But V a > 0, 3 b > 0: 

V fEDom(-A] ,  

Therefore 

so - A + V is indeed selfadjoint. Now put Ho = - A -- then according to 3.8, 

V f E s ( R ~ ) ,  - 

On the other hand, Ho + V is selfadjoint, hence by the Trotter p rduc t  formula, 

- Gi tHo/n 
Inserting the explicit  expressions for e and e a tv/n then gives 



where 

A conjugate linear bijection U:ff + ff is said to be antiunitary i f  < Ux,Uy > = 

< y,x > for all  x,y i n  ff. A conjugation is an antiunitary operator C:ff + ff 

2 such t h a t C  = I. 

Suppose that  U is antiunitary -- then 

< Ux,uy > = < y,x > 

=> 

< y,U*Ux > = < y,x > 

-1 => u*u = 1 => u* = u - 
* Suppose that C is a conjugation - then 



54. COMMUTATTVTTY 

L e t  ,y be a canplex infinite d i m e n s i o n a l  H i l b e r t  space. L e t  T1,T2 be bounded 

linear operators o n  ff  -- then TlIT2 coarmute i f f  [T ,T ] = 0. 1 2  

4.1 LEMMA Suppose that A1,A2 are bounded and selfadjoint. L e t  ElIE2 be 

their spectral measures  - then %,A2 conmute i f f  for a l l  B o r e l  sets S1,SZ, 

[El (S1) ,E2 (S2) 1 = 0. 

This mtivates the f o l l o w i n g  definition: n?lo selfadjoint operat ors AlIA2 

are said to m t e  i f  their spectral measures  c m t e ,  i.e., i f  for a l l  B o r e l  sets 

4.2 EXAMPLE Suppose that A is selfadjoint and let E be its spectral measure. 

Fix Bore1  f u n c t i o n s  f,g:g -t R - - then f ( A ) , g ( A )  are selfadjoint and, moreover,  they 

comnute. I n  fact, the spectral masure attached to  £(A) is the assigrment 

S + E (F' (S) ) and the spectral measure  attached to  g (A) is the a s s i g n n e n t  

s -+ E ( g  
-1 (S) ) (cf. 2.29) . So, for a l l  Bore1  sets S1,S2 (cf. 2.4) , 

E (fW1 (S1) E (g-I (S2) 



4 .3  LEMMA L e t  A be a selfadjoint operator, E its spectral measure. Le t  

T be a bounded linear operator -- then [E (s) ,TI = 0 for a l l  Bore1 sets S i f f  

[EA,T] = 0 for a l l  real n-s A. 

4.4 umm Suppose that A is selfadjoint and let E be its spectral measure -- 

then a bounded linear operator T camnutes  w i t h  the U ( t )  = e &i i f f  f o r  a l l  

Bore1 sets Sf [E(S) ,TI = 0. 

PROOF F i r s t ,  i f  [E(S) ,TI = 0 for a l l  S f  then V x,y E ff, 



Tunring to the converse, f ix  1 and choose a sequence {pn) of trigonmetric 

plyrmnials such that pn converges pintwise to  x1 - m,hl subject to /pnI 5 C 

v n - then pn(A)x + E x for a l l  x E H, hence h 

= lim pn (A) Tx 

But X is arbitrary, so T camrrutes with a l l  the E (S) (cf . 4.3)  . 

4.5 CRITERION Suppose t h a t  A1,A2 are selfadjoint - then A1,A2 ccarmute 

i f f  V tl,t2, 

[In view of 4.4, this is clear.] 



4.6 IEP@IA If A1,% are selfadjoint and if A1,A2 catmute, then 3 a selfadjoint 

operator A and Bore1 functions f l, f : R -t R such that A1 = f (A) , A2 = f (A) . - .. 

If A1,A2 are selfadjoint, then A1 + A2 need not be selfadjoint. Howwer, 

let us asswe thatA1,% m t e  and, in addition, are nonnegative -- then A1 + % 

is selfadjoint. To see this, write 

where E is the spectral measure of A and fl r 0, f2 2 0. On general grounds, 

2 2 2 2 2 
A1 + A2 c (fl + f2) (A) (indeed, (fl + f2) s 2(fl + f2)). But here fl + f2 5 

(fl + f2I2, hence (fl + f2)(A) c Al + A2. Therefore A1 +A2 = (fl + f2)(A) and, 

of course, (fl + 

[Note: The 

(e.g., take A2 = 

f 2) (A) is selfadjoint. 

mtativity of AL,A2 does not imply that A1 + A2 is selfadjoint 

- .A1). Still, the comnutativity of Al,A2 does imply thatAl + A2 

is essentially selfad joint (cf . 4.13) . I  

4.7 LE$W?I If A1,A2 are selfadjoint and if A1,A;! comrolte, then 



we have 

[Note: It w i l l  be shown below that Dm( [Al1A21) is dense (cf. 4.12) . I  

Suppose given two selfadjoint operators A A and a dense linear subspace 1' 2 

D of ff such that 

Then it is FATSE in general that Al1A2 conmute. 

[Note: Conditions 1 and 2 inp?ly that D c Dm([A1,A$).] 

4.8 EXAMPLE (Fuglede) Take f f  = L~ (R) - and l e t  D be the linear subapace of 

ff generated by the functions 

n 2 x exp( - rx + cx) ( n E g ,  r > 0, c E C ) .  - 
Put 



T h a  Al,A2 are selfadjoint and 

-1 U&UF = A*. 

Points 1 and 2 are straightforward to establish. As regards 3, note that V f E D, 

Point 4 asserts that D is a domain of essential selfadjointness for both A1 and 

A,. Since A2 = LJAuil and UFD = DI it suffices to consider A1, the claim king 

that ( A ~ ~ D ) *  c Al. SO suppose that (A~~D)*JI = 4. Since f,g E D => fg E DI we have 

But 



Therefore 

or still, $ = Al$ , which implies that (A1 ID) * c A1. It remins to prwe that 

AlIA2 do not comrplte. Tb get a contradiction, s u p s e  they did. Write Al = £, (A) ,  

A2 = f2(A) (cf .  4.6) ,  w h e r e  fl  0 ,  f > 0 - then the spectral measures of 2 

f (A) c m t e  (cf . 4.2) , thus the same holds for the spectral msures of 

lq f1 (A) , log f (A) . In other mrds , fi Q, - P mst onmute, which is 

nonsense : On S (R) , 

L e t  A be a 

to conmute w i t h  

T carmrutes with 

P r n F  P u t  

selfadjoint operator -- then a bounded linear operator T is said 

A i f  TDom(A) c Dam(A) and TAX = ATx V x E Dcun(A) . 

Suppose that A is selfadjoint - then a 

A i f f  [E(S) ,TI = 0 for a11 B o r e 1  sets S. 

bounded linear operator 

U(t) = e *CT -- then the condition [E (S) ,TI = 0 V S implies 

that T U ( t )  = U ( t ) T  V t (cf. 4 . 4 ) ,  thus v x E ti, 



and so v x E Dom(A), 

Consequent ly ,  Tx E Dam(A) and ATx = TAX. As for the converse, i t 's  a b i t  technical, 

hence w i l l  be postponed to the end of the 5. 

4.10 EXAMPLE If A is selfadjoint and if S is a bounded B o r e 1  set, then 

E(S)H c Dam(A). But for any Bore1  set S t ,  [ E ( S ) , E ( S ' ) ]  = 0,  thus E(S)Ax = AE(S)x 

V x E Dam(A) ( c f .  4 .9) .  

4 .11 FU34?GK Suppose thatA1,A2 are selfadjoint and A* is bounded - then 

there is a potential inconsistency i n  that one naw has two notions of "cmte" .  

Thanks  to  4.9, though, they coincide. To check this, assume first that 



Therefore A2Dom(A1) c Dcan(A1) and A A x  = A1A2x V x E Dom(A1) . Conversely, this 
condition implies that [E1(S1),A2] = 0 for al l  Bore1 sets S1. To prove it, fix X 

2 and choose a sequence {pn} of polynomials such that EA = lim pn(A2) in the strong 

operator toplogy (possible, A2 being burded) -- then 



But is arbitrary, so E1(S1) carmutes with all the E2(S2) (cf. 4.3). 

4.12 LEPMA If A1+ are selfadjoint an3 if %#A2 canmite, then 

is dense. 

PROOF Let D be the subset of H consisting of those x for which 3 bounded 

Bore1 sets S1,S2 such that x = El (S1) E2 (S2) X. 

D is dense in H. In fact, given any x E t lr  

- 
El([ - n,nl)x + x 

(n -t 4 ,  

E2([ - n,nl)x -+x 
- 

hence by the sequential continuity of multiplication in the strong operator 

topolwr 

El([ - n,nl)E2([ - n,nl)x + x. 

But 



x = El (S1)E2 ( S 2 ) x  -- then 

Consider now A2x = A2E1(S1)E2(S2)x. O b v i o ~ s l y ,  E 2 ( S 2 ) x  E DQn(A2). On the other 

hand, A2 c m t e s  with E1(S1) (cf. 4.91, so 

But 



Therefore 

And, analogously, 

[Note: Some assumption on %,A2 is necessary (recall that 3 a pair of 

selfadjoint operators with the property that the damain of their cannutator 

is (0) (cf. 1.25)).] 

4.13 REMARK If A1,A2 are selfadjoint and if A1,A2 conmute, then A1 + A2 

is essentially selfadjoint. 

[In the notation of 4.12, the elements of D are analytic vectors for 

A1 + AZf SO 1.18 is applicable.] 

Given z C C - R, put - - 

% ( z )  = (A - z)-'. 

 hen ~ ( z )  is a bounded linear operator on ff with range Dam@) . 

4.14 LEMMA Suppose that T canmutes withA -- then V z E C_ - _R, 

[%(z) ,TI = 0. 



Fram the definitions , 

Accordingly, V z € C - - 5, 



&-d from th i s ,  we want to conclude that LEAIT] = 0 V A, hence that [E ( s )  ,TI = 0 

V s (cf. 4 . 3 ) .  

4.15 LEMMA Suppose that a:R - -+ R - is r ight  continuous, of bounded variation, 

and l i m  a(h) = 0. Put 
t - t - w  

PROOF Write 

Then by Fubini, 

/f * Im f (t + J-r € ) d t  

r - A  IT = JR [Arc Tan - + +dcl(A) - - E 

Since 

r - A  IT 
\Arc Tan - + -1 I IT 

& 2 



and since 

r - h  n Arc Tan ------ + - -+ 
& 2 

as &+Or an application of dominated convergence leads to 

To finish the proof, replace r by X + 6 ( 6  > 0) and then let 6+0. 

The obvious corollary to this is that f 5 0  => a E 0. 

4.16 LEMMA Suppose that a:R - -+ C - is right continuous, of boded variation, 

and lim a(X) = o .  Assume: 
),-+-a 



PROOF If In z > 0, then 

and 

Therefore 

Returning now to the equation 

the difference 

a(X) = < x,EXTy > - < x,= y > X 

has the properties required in 4.16, thus a is identical ly zero. So, v X I  

E T = TE or still, v A,  [E ,TI = 0. 
X X X 



$5. TENSOR PRODUCTS 

Given complex H i l b e r t  spaces HI,. . . . Hn with respective inner products 

h h 

< , lf..., < , >nr denote by H1 B - - *  8 Hn their tensor produd in the sense 

of H i l b e r t  space theory, i.e., the capletion of the underlying algebraic tensor 

produd Hl B --• €3 Hn per 

where 

5.1 LJDNA If Sk is total in Hk, then the set 

is total  i n  Ul 63 *-• 8 Hn. 

5.2 LmWl If {% :i E 1 ) is an orEhom11~l basis for Hk, then 
Ii k 

h A 

is an orthonormal basis for H1 €3 --• 8 Hn. 



Bor (R1) 

a-finite measure on --then 

n n 
5.3 EXAMPLE Let Ql c R - ,R2 c R be Borel. Suppse that 

h 

2 nl " 2 n2 n + n2 In particular: L (R - ) 8 L (R - ) can be identified with L (R - 1. 

% 
is a 

1-12 

5.4 Take H separable, let S l  c R~ - be Borel, and suppose that 1~. is 

a a-f inite measure on Bor (Q) -- then 

Zlssune henceforth that HI,. . . , kfn are infinite dimensional and let All . . . ,An 
be densely defined linear operators on ffl,....ffn. Denote by -(A1) 8 8 Dom(An) 

the set of finite linear combinations of vectors of the form xl 8 - - -  QP xn, where 



= A x  Q ... 
1 1  @ Anxn 

and extend by linearity. 

[Note: This makes sense, i.e., the definition of Al €3 --• O An is independent 

of the representation of a vector in Don(Al) €3 €3 IXm(An) . I  

Note that 

A; o ... o A; ( A ~  €3 --. €3 A,)*, 

the inclusion being strict in general. 

5.5 I D N A  If AlI...,An admit closure, then so does A1 €3 * * -  €3 An and we have 

5.6 RmlARK If A1, . . . ,An are bounded (and evqyhere defined) , then 
A1 €3 --• C3 An is bourded (ad densely defined). Therefore A1 €3 * - -  8 An has a 

A A 

unique extension to a bounded linear operator on 14 €3 --• C3 Hn, viz. A~ €3 --• 1 C3 An. 

Here 

I 8 . * *  €3 AnI I = I I A ~ I  I I IAnI I *  

[Note: If each % is selfadjoint, unitary, or a projection, then 

A1 B * * -  €3 An is selfadjoint, unitary, or a projection.] 



2 n 2 2 
5.7 EWPLF: Represent L (R ) as L CR) 63 --• 63 L (5) -- then - - 

2 n 
is the unitary operator on L (R ) provided by the Plancherel theorem. - 

5.8 LEMMA Let Al,A2 be selfadjoint -- then A1 8 A2 is essentially selfadjoint. 

P W F  F!ran the definitions, it is clear that q 8 A2 is sylnnetric. This 

said, to establish thatA1 B A;! is essentially selfadjoint, it will be enough to 

show that Dom(A1 8 A2) contains a dense set of analytic vectors (cf. 1.18). Let 

2 2 2 2 
S1 

c s om(^^), s2 c m(A2) be the set of analytic vectors for A1,A2 -- then S1 

is dense in ffl and S2 is dense in ff2 (cf. 2.28) and we claim that the 

are analytic vectors for Al B A2, which suffices (cf. 5.1). Thus fix to > 0: 

Then v t: It1 < to, 



Therefore xl 4 x2 is an analytic vector for A1 4 A2. 

5.9 LEMMA Let A ,A be essentially selfadjoint -- then Al 8 A2 is essentially 1 2  

self ad joint. 

PROOF By hypothesis, are selfadjoint, thus 4 x2 is essentially 
selfadjoint (cf. 5.8). On the other hand, 

But 

Therefore (cf . 1.14) 



which implies that A1@ A2 is selfadjoint. 

2 2 
5.10 EXAMPLE Take ffl = L @) , ff2 = L (R) and let A1 = multiplication by - 

x A2 = rmiltiplication by x2 - then A1,A2 are selfadjoint (cf. 1.9) and 1 ' 
2 2 

€3 A2 is multiplication by x x in L (R ) . 1 2  - 

Let AII...,An be densely defined linear operators on Y, .... ffn. Let Ik be 
the identity nap of $ k = 1 . n )  -- then the d m i n  of 

A18 r2 8 * * *  8 In + * * -  + I1 8 I2 8 * * *  
@ An 

is Dcan(A1)@ * * *  @ Dxn(An). 

Note that 

AT 8 I2 B . * .  8 In + --• + 118 I2 8 - - *  @A: 

c (A1 B I2 @ - a -  8 In + + I1 8 I2 8 . --  8 An)*, 

the inclusion being strict in general. 

5.11 LEMMA If All ... .A admit closure, then so does n 

A1 8 I2 8 ... 8 In+ --• + I 8 I2 8 - - -  1 An 

and we have 



5.12 RJDIWK If A1 , . . . ,An are baunded (and everywhere defined) , then 

is bounded (and densely d e f i n e d )  . Therefore 

A A 

has a unique extension to a bounded linear operator on ffl B - * -  B Hn, v i z .  

H e r e  

5.13 LENMA L e t  AlIA2 be selfadjoint - then A B I2 + 1 8 A2 is essentially 1 1 

self ad joint. 

PROOF' Since AL B I2 + I1 B A2 is s y r n n e t r i c ,  one my proceed as i n  5.8 but 

this t i m e  with S1 c -(A1), S2 c "(A~) the set of analytic vectors for A1,A2. 

Choose x E S1, E S2 and fix to > 0: 
1 X2 



Then V t: / t( < to. 

< O0. 

Therefore xl 8 x2 is an analytic vector for A d I2 + I1 8 A2. 1 

5.14 LEEilMA Let A1.A2 be essentially selfadjoint -- then A1 8 I2 + I2 8 A2 

is essentially selfadjoint. 

2 2 5.15 EXAMPM Take HI = L (El, H2 = L (R) - and let A2 = multiplication by 

xl. A2 = multiplication by x2 - then A1,A2 are selfadjoint (cf. 1.9) and 



Given selfadjoint operators A1,A2 on fflrff2, put 

Then A ,A are selfadjoint (cf. 5.8). -1 -2 

Let  E E be the spectral m e a s u r e s  attached to AlIA2 - then the assignments 1' 2 

define spectral measures 

5.16 LEMN T h e  spectral measure attached to G1 is gl and the spectral 

m e a s u r e  attached to ?i2 is E2. 

Since for all  B o r e 1  sets S1,S2, 



it follavs that $,$ m m t e .  

5.17 REMARK We have 

- 
A1 €4 I2 C A1 €4 I2 =El 

- I1 C3 A2 c I1 C3 A2 - ?i2 
- 

Because g,Il2 conmute, their nnn A + A is essentially selfadjoint (cf. 4.13). -1 -2 

On the other hand, A1 C3 I2 + I C3 A2 is also essentially selfadjoint. Therefore 1 

(cf. 1.14) 

5.18 IEMMA Let 

Then the assigrment t + Ui(t) B U2(t) is a one parameter unitary group and its 

generator is + A2. 



[Note: The generator of t -+ ui( t ) '@ 1; is and the generator of 

5.19 UW!4?i W e  have 

- 
dA1) = o(El) 

u(A2) = ~ ( 3 ~ )  . 
- 

L e t  

and let 

5.20 LEMMA W e  have 

[Note: In general, the sets Y; and M are not closed (simple examples 
C 



illustrating this can be constructed using 1.13).] 

As a final ccmment, we emphasize that while the preceding results were 

only formulated when n = 2, they can of course be extended to the case of 

arbitrary f bite n. 



56. FOCK SPACE 

h 

L e t  H be a ccanplex H i l b e r t  space. For n 2 1, let denote the n-fold 

tensor product of 14 and for n = 0, let 8' = C -- Men 
C 

is called the Fock space over ff. 

[Note: The direct  sum is in the sense of Hilbert spce theory.] 
A 

If the norm in  is indexed by n, then the elements of F(H) are sequences 
"I m 

x = {xn:n r 01 withxn E P such that z ljx 1 1 2  c m. n n n=O 

[Note: The inner product i n  F(H) is given by 

where 'v' n, < , >n is the innex prcduct i n  p . 1  

2 6.1 EXAMPLE Take = L (R) -- then an element y E f (ff) is a sequence of - 
functions 

Y = (XI .dJ2 (x1,x2) I - - - 1 

such that 

L e t  o € S (the symnetric group on n letters) -- then there is a unitary n 



operator u (01 :p + with n 

This said, put 

6.2 LDNA Pn is an orthxjonal projection. 

Demte the range of Pn by EDn (ff) (in particular, ED1 (HI = ff and, conventionally, 

is the bosonic Fock space over ff. 

[Note: The element R = {1,0,0, . . . I  is, by definition, the vacuum.] 

A 

2 2 n 
6.3 EXAMPLE Take ff = L (R) - then BOn(H) is the subspace of ( = L (R ) )  

consisting of those functions which are invariant under permutations of the 

coordinates (cf . 6.1) . 

6.4 UWMA If ff is separable, then BOn (ff) is separable. 

PRCXlF Let el,e2, ... be an orthonormal basis for H. Take n > 0 and consider 

any sequence K = {k . I  of nonnegative integers, ahst all of whose terms are zero, 
3 



w i t h  T, kj = n. Let 
j 

Then the collection {en (K) 1 is an orthonormal basis for BOn (H) . 
k 

[Note: H e r e  it is understood that i f  k = 0, Men e j does not appear in 
j j 

In the bosonic theory, it is traditional to denote the elements of 14 by 

f,g, ... rather than x,y,... . 

6.5 LEMMA The linear span of the fm (f € H) is dense in  BOn(H) . 
PROOF Take n > 0 - then the linear span of the Pn(flB --• @ fn) is dense 

in BO,(ff). But 

P (f B - * -  B fn) n 1 

- 1 -- 'an C El *-• E ( E  f + --• + E f ) , n 2 n! E 
n 11 n n 

the sum being over a l l  E~ = 5 1 (i = 1 , . . . ,n) . 

Given f E ff, put 



the exponential vector attached to f . Special case: exp(0l = Q. 

6.7 LEMMA The map - exp:ff -+ ~ ~ ( f f )  is injective and continuous. 

PRooF Injectivity is obvious. 7 s  for continuity, note that 

2 I lexp(f1 - e x p w  I I 

6.8 LEMMA The set of exponential vectors is linearly independent. 

PI(COF Fix distinct elements flI....fn in H and consider a dependence 

relation 

Choose f E H such that the ei = < f,fi > (i = 1, ..., n) are distinct -- then for 



Since the exponentials of d is t inct  linear functions are linearly independent 

wer C, - it f o l l a ~ s  that ci = 0 V i. 

6.9 LDWA The set of exponential vectors is total i n  BO(ff). 

PFCOF Let S be the closed linear subspace of BO(ff) generated by the set of 

exponential vectors - then i n  view of 6.5, it suffices to show that  V f E ff, 

fm E S .  And for th is ,  one can proceed by induction: 

6-10 EXAMPLE Take ff = C. - Bearing in  mind that 8~ - can be identified with 

C - i t s e l f ,  we have 

H e r e ,  V z E C_, 

e x p ( z )  = {l ,z ,  ..., (n!) - l/2 Zn , . . . I .  



em xL/2 dx - then there exists an isometric isomorphisn L e t  dy(x) = - 
m 

characterized by the relation 

2 
In fact, the functions eZX (z E C_) are total  in L (R,y) - and 

- 
z x -  1 ;2 - 1. 
1 Z l e e  

!R - z2x dy(x) 

[Note: Define polyncnnials Hn(x) by the prescription 

: z 2  n ZX - - z e = Z - Hn (x) (so Hn = nth Hermite polynomial) . n ! n=O 

Then 

Hn where 1 appears i n  the nth position. Therefore the sequence I- : n 01 is an 
h-3- 

2 orthonormal basis for L (R, - y ) . I 

6.11 LEMMA Suppose that ff = Ul (B ff2 - then there is an ismetr ic  isomrphism 



such that 

[Note: This r e s u l t  extends to the case of  a f i n i t e  deoanrposition, say 

, - , = y I 3  "' @ Hn*l 

6.12 EXVWLE Take fl = ? - -- then 

where 

[Note: Explicitly, the arrow 

characterized by the rela t3on 



- the $ 
2 n xn are an orthonoma1 basis for L (R , y ) . 1, " ,k - 

n 

L e t ~ : f f  -t ff be a bounded linear operator -- then A can be canonically 

e x t d e d  to a bounded linear operator A ~ : P  -+ P, viz. 

A m = A @  - - -  @ A  (cf. 5.6). 

Here 

[Note: when n = 0, the agreesnent is that A'' is the identity on Po = c.] 
A 

From the definitions, it is clear that  Am induces a linear transformation 

6.14 Suppose that I /A/ 1 a 1 - then the Tn@! cmbine and define a 



bounded linear operator 

For exmnple, r(cI) ( I c 1 1 is multiplication by cn on BO, (14) . 

6.15 IiEMaRK If U is unitary, then the same is true of r(U). 

Let A be a densely defined linear operator on ff. Put 

DJA) = Dam(A) 8 --• 8 Dtan(A). 

Then Dn (A) is the dmain of 

Cn(A) = A  B I 8 --• 8 I + - - -  + I B I 8 - * -  B A. 

[Note: When n = 1, Dl (A) = Dcm (A) and Z1 (A) = A. To complete the picture, 

take DO (A) = C - and l e t  CO (A) = 0. 1 



on D, (A) . Proof: L e t  

Then 

Therefore 

PnC,(A) = Cn'A'Pn 



Let 

where 

Then D (A) is a dense linear subspace of f (N . D e f i n e  a linear operator C (A) on 

D(A) slotwise, i.e., 

From the above, PD(A) c D(A) and 

PZCA) = C (A)P 

on D (A) . 
[No te :  P is the orthogonal projection onto ~ O ( f f ) ,  so, e.g., 

PL (A) X (N) = {pnCn (A) xnI 

= C (A) PX (N) . ] 
T h e s e  considerations i m p l y  that the restriction 

Z (A) I PD (A) 

is a densely defined linear operator on BOCtI). 

6 .16  LEWA Suppose that A is selfadjoint - then C (A) and C (A) I PD (A) are 



essentially. selfadjoint. 

6 

essentially selfadjoint (cf . 5.13) , hence the range of %(A) f &i is dense in p. 

But frcxn this it follows that the range of C (A) $. is dense in F ( fl) . Therefore 
C (A) is essentially selfadjoint, thus C (A] ~PD (A] is too. 

By way of notation, put 

where 

dr (A) = Z (A) 1 PD (A) . 

6.17 EXAMPLE Let 

Then N is selfadjoint and its 

PDam(N) c Dam(N) and 

spectrum is pure point: O N  = 0 . Obviously, 

PN = NP 

on Dam(N). Therefore N/PD~~(N) is selfadjoint. To interpret this, in the fore- 

going take A = I - then dI'(1) = NIPD~~(N). 

[Note: dl? (I) is called the nuonber operator (often denoted by N as well) . It 
is selfadjoint and itsspectrum is pure pint: o(dF(1)) = {O,l , . . .).I 

Suppose that t -t U(t) is a one p e t e r  unitary group with generator A -- 



then t -+ f (U (t) 1 is a one parameter unitary group with generator dr (A) : 

r(U(t)l = e J-f tar (A) 

or still, 

PROOF It suffices to show tha t  the function 

is differentiable a t  t = 0. But the function t -+ e a£ is differentiable 

t = 0 and 

6.19 RmARK On occasion it is necessary to w r k  over R rather than C. - - 
In this connection, note that i f  H is a real  H i l b e r t  space and i f  HC is its - 
ccmplexification, then BO(H ) is isometrically i m r p h i c  t o  BO(H) (the caoplex- 

C - - 
ification of BO(ff) ) . 



Let fj be a camplex H i W t  space, which we shall assume is separable - then 

v n, Nn ( ff) is separable (cf . 6.4) . Denote by E30F OF(M the algebraic direct sum of 

Fix f z 0 in ff - then one can associate with f t w o  unbounded linear operators 

termed annihilation and creation operators, respectively. 

[Note: Matters are t r iv ia l  i f  f = 0: Take a - (f) = 0, c ( f )  = 0. ] 

It w i l l  be simplest to start with c ( f )  - and proceed in  stages. Thus put 

and for n > 0, l e t  

m i t e  Dn for the linear span of the Pn(fl D --• D fn) -- then Dn is dense in  

7.1 LENMA There exists a dense linear subspace Dn(f)  Dn such that 

V xn E D n ( f ) t  



an orthonorroal basis e2,e3, ... for 

{sel lL. Construct f r m  this data an orthononml basis {en (K) > for BOn(H) 

(cf . 6.4 ) . Let  Dn (f) be the linear span of the en (K) -- then by direct ampl- 

tation, we find that V Xn E Dn ( f )  , 

it follows that  c (f) extends to a bounded linear operator BOn(H) -+ BOn + -n (HI 

of norm 1 1 I / f/ , which we shall again denote by cJf) . ~ e f i n e  nuw a linear 

operator p(f)  : B O ~ ( H )  + BO(H) by demanding that 

Then c - (f ) is densely defined but unbounded. 

[Note: There is a -11 technicality which has been glossed over. While 

there is no question that ~ ( f )   ID^(£) extends to a bounded linear operator 

BO,W -+ BOn + 1 (ff) of norm 1 1 f 1 1, one can still ask: Why does the 

restriction of this extension to Dn agree with the original definition of ~,(f)? 

That it does can be settled by a straightforward limiting argument.] 



7.2 RENARK Frm its very definition, c - ( f) BOF (ff) c BOF Off) , hence the 

elements of BOF (ff) are vectors for c_ ( f ) . In fact, the elanents of F30F (ff) 

are analytic vectors for c(f) - . To see this, let Xn E BOn(H) - then 

Therefore 

which is convergent for a l l  t. 

(n > 0) (cf. 6 . 3 )  -- then 

Because 

~ ( £ 1  :BOn(H) + BOn + (HI 

is bounded, it has a bounded adjoint 

c -n (fIX:Bon + I -+ BOn(ff) . 



7.4 IBMA The darnain of c - (f) * contains BOF (H) . 
PROOF Fix Y E BOn + (if) and put Y* = cn(f)*Y. ~ e t  X E BQF(H) -- then 

- < Y*,X > = 0 unless Xn r 0 

< Y,c(f)X - > = 0 unless Xn r 0. 
- 

On the other hard, if Xn e 0, then 

< Y*,X > = < Y*,Xn > 

= < C p X Y , X n  > 

= < Y,gn(f)Xn > 

= < Y,c(f)Xn > 

= < Y,g(f)X >. 

Therefore 

Consequently, c - (£1 * is densely defined, thus c - (f) admits closure (cf . 1.5) . 

7.5 lEMMA We have 



PFSXlF Let f l = f  --then 

and for n > 0, 



Note trx, that 

7.6 FtEMARK The elements of B% (ff are analytic vectors f o r  a ( f )  (cf . 7.2) . - 

2 7.7 EXAMPLE Take ff = L (El and let $n € wn (ff (n > 0) (c f  . 6.3) -- then 

f o r  any JI t 0 i n  ff, 

and 



PROOF In fact, 

2 ] I c ( f ) x l  1 = < c ( f ) X ,  - c ( f ) X  - > 

= < a ( f ) c ( f ) X , X  > - - 

2 = < c ( f ) a ( f ) X , X  > + < 1 If1 1 X,X > ( c f .  7 .8)  - - 

= l l a ( f ) x l 1 2  + l l f 1 1 2 1  1x11~-  

L e t  

7.10 r-nm is the adjoint of G ( f )  . 
P W F  One has only to note that 

= a (£ )**  

= ( ~ ( f )  **) * 



= (c(f))* (cf. 1.6) 

= c(f)* (cf. 1.6) 

- 
= a(£). 

Therefore 

7.11 LlWlA We have 

L e t  

Then (cf. 7.9) 



7.12 IBWA The operators &f) and S(f )  have the same domain, viz. Df. 

P W F  Suppose that X E D a n  (g (f) ) and let 

2 
But E / I Y, ( I < a. Therefore X E Df . Conversely, suppose that X E Df -- then, 

n 

and 



In o-ther words, 

7.13 REMARK The results formulated in 7.8 and 7.9 remain valid i f  a - (f)  

and c ( f )  - are replaced by a(£) and S(f) and BOF(ff) is replaced by Df. 

Let 

6 = m ( ~ ) ,  

where dT(1) is the number operator (cf. 6.17) - then X E 6 i f f  

7.14 LEMMA V f, 

PRCOF Let x E D - then 



[Note: Accordingly, 

The set of exponential vectors is evidently contained in 6. 

7.15 LEMMA We have 

PRLX>F For 



which leads a t  once to the f i r s t  relation. Taking adjoints then gives the second. 

Let f E ff -- then the field operators attached to f are the combinations 

In what follows, it w i l l  be enough to deal with Q ( f)  (since P (f)  = Q (a f )  ) . 
[Note: The daminof Q(f)  is Dom(S(f)) fl ~ a n ( a ( f ) ) ,  i.e., is Df (cf. 7.12).] 

P m F  On general grounds, 

B U ~  = &f) ,  a(£)* = G(f), hence QW* 3 ~ ( £ 1 .  

7.18 IEWl7.i Q ( f )  is essentially self adjoint. 



vectors for Q ( f ) . Indeed, the 

1 I I~(f)x~l I 5 - (1 
n 

PROOF This is an application of 1.18: The elements of BOF(H) are analytic 

to Wn (H) is bounded and 

I I) 

Proceeding from here by induction, we then get 

Therefore t/ t, 

essentially self ad joint (cf . 1.21) . 

Thanks to 7.18, the closures 

are selfadjoint. And, of course, 



7.20 LEMMA We have 

Df = m(m) n m(P0). 

7.21 IEBTIIA The set 

where the fi E ff and n are arbitrary, is total in BO(fi). 

PROOF The linear span of the 



is the as the linear span of the 

But 

PROOF In view of 7.8, 

7.23 REMARK On m([WI Qo]) , 

[QOI m1= f,g >. 

-- 
To check this, fix X E Dm( [Q Cf) , Q (g) I ) and let Y E 130F (H)  be arbitrary - then 



7.24 EXAMPLE Fix an ortl-mnorml basis {en) for H -- then 

7.25 LEMMA Suppose that U:tl + ff is unitary - then 

rco)acf, r c u P  = Qcun 



are essentially selfadjoint (cf. 7.19), thus their respective closures are equal 

(cf. 1 .14) .  But 

= r (u )aw r (u)-l  

= r ( u ) m  r(u)-? 

- 
[Note: A priori ,  the dormin of T (U) Q ( f )  I' (U) is T (u) D m  (m) which, 

therefore, is precisely ~am(Q(Uf)) .I 

7.26 EXAMPLE Let U = fl I -- then 

r (u) r (u) = mI 

so Q(f) and P(f) are unitarily equivalent. 

If r E g, then 



The behavior of sums, hawever, is a l i t t le  mre ccanplicated. 

- 
PRLXlF Since Q(f) and Q(g) are selfadjoint (cf . 7.18) and since Dcnn(~ (f + 

- - 
Q (g) ) is dense, Q ( f )  + Q (g) is necessarily symnetric: 

But 



$8. COMPUTATlONS 1N 80 (C) 

- e- x~'* dx -- then, as we know (cf. 6.10), Take fl  = C and le t  dy(x) = - 
4% 

there exists an ismetric isorm3rphis-n 

characterized by the relation 

Noting that 

Then our initial problem w i l l  be to calculate the action of 

2 on L ( s t y )  (or, more precisely, on a certain dense subspace thereof). 

- -1 
Calculation of TaT We have 



Calculation of T&-l W e  have 



8.1 R3QF?K Since 

th 
where 1 appears in the n position, and since 

it follows that the image of F30F(C) - under T is simply the set of polyrimials 

and there the preceding expressions for are equally valid. 

2 
The above considerations can be transferred to L (R) - via the i m t r i c  

isawrphism 



which sends f to f-G, where 

calculation of T~(%)T~' We have 

d d x T (-) = - 
Gdx G d x + Z '  

Calculation of T (x)T~' We have G 



Therefore 

Given r > 0, define a unitary operator 

2 2 
Ur :L (R) - +- L (5) 

Then 

d -1 Calculation of Ur [$ f & J ~  We have 

x l x l l x  
= u ((-1 -qJy - - *'($ 

r 2 f i  E r 



d r 1 d U [X + +,-l = - x 5 - - 
r 2 - d x  r 2 r d x '  

Therefore 

8.3  REM?iRK The image 

UrTGTBOF (E) 

2 is the linear subspace Lr of L (E) consisting of the functions 

1 2 2  
p(x)exp( - ;i- r x 1, 

where p is a polynomial. 

L e t  

Take r = fi - then 



2 
the traditional choice for the annihilation and creation operators in L (5) .  

[Note: These formulas are valid on L (or S (5) ) . I 
JZ 

Hn 2 
8.4 RIWBK The sequence (- :n 2 0) is an orthom11~1 basis for  L (R,y) - 

m 
(cf. 6.10). Put 

Then 

- X ~ / ~ H , ( J S X )  hn (x) = - 1/4 m7r 

is the nth H e r m i t e  function and the sequence {hn:n 2 0) is an orthonorm1 basis 

for  L~ (g) . The hn are eigenfunctions of UF (cf . 3.3)  , viz . 

and sat isfy the differential  equation 

(n r 1) -- then {e :n r 0) is an orthonormal basis for Put eo = Q, en = 1 n 

BO(C), - so the machinery developed i n  1.19 is applicable. ~greeing to use the 

notation thereof, the role of D is now played by BOF(C) and (cf. 1.20, 7.11) 



F'rcxn the definitions, 

P(1) = - fl (c - a ) .  
JZ 

Consequently, 

[Note: In this context, fi = dl? (I) (cf . 6.17) and, being nonnegative, 

f 2  = c 2  1 m (f (cf . 2.32) .I 



8.6 Lm@@4 We have 

or still, 

Therefore 

where 

[Note: Later on it will be seen that L is the generator of the Omstein- 

the hamiltonian of the harmonic oscillator. 

Let 



Then 

and is selfadjoint. 

[Note: H is essentially selfad joint on L (or S (5) ) . ] 
JZ 

8.8 EXAMPLE Consider the one parameter unitary group t + e - A- Ht and 

let 0 < t < .rr -- t h e n v  f E S(R), 

8.9 REMARK The operator 

figures in distribution theory. In fact, any tempered distribution on the line 

necessarily has the form 

where n is a nonnegative integer and f is a bounded continuous function. 

Given t > 0, write 9 (C_) for I30 (st) , where st is C equipped with the inner 



product 

The formtion of the exponential vector is purely algebraic. Viewed in  

BOt (s) , we have 

l e- L e t  dyt (x) = - xL/2t dx -- then there exists an isometric is-rphisn 
m 

characterized by the relat ion 



[Note: In terms of the Hermite polynanials, 

Let it:C + ct be the iisanetrc isamorphism defined by the rule  

I z = K z .  t 

2 2 ~ e t  ut: L (g, yt) + L (R, - y) be the isometric i s m r p h i s n  defined by the rule 

Then the follminq diagram 

is camutative. In fact, 



8.10 REMARK Everything that has been said above is valid with no essential 

change when C - is replaced by dl. - Thus the point of departure is the fact that 

there exists an isometric isomorphism 

characterized by the relation 

One then computes that on, e.g., s($) 

And so forth. 



59. WEYL OPERATORS 

Let ff be a separable complex Hilbert space - then V f E ff, the field 

operator Q ( f )  is essentially self adjoint (cf . 7.18) . Therefore Q ( f )  is self- 

adjoint, thus it mkes sense to form 

the Weyl operator attached t o  f .  

[Note: W(f) is a unitary operator on BO(ff), W(0) being, in particular, 

the identity. 1 

PROOF Let X E BOF (ff) -- then X is an analytic vector for Q(g) (cf. 7.18) , 

hence (cf. 2.34) 

The estimates established in 7.18 imply that 

is convergent for a l l  t. But V k, 



- 
Therefore e a Q ( g ) ~  is an anawic vector for Q (£1 and 

W i t h  this in mind, we can then write 



Here are two corollaries: 

=> 

W(f)* = W( - f). 

9.2 U3Wi The arrow 



is continuous. And for this, it suffices to take X E % (ff) , there being no 

loss of generality in assuming that X E BOn(ff), say X = Xn- But then 

provided 1 1 f 1 1 I 1. Therefore 

I ICWCf) - x n  1 + 0 

as f -t 0. To treat the general case, note that 

IICWCf) - w(g')xnII 



If f  + g ,  then f - g  + 0, hence by the above, 

I I ( W E  - g) - x n  1 -+ 0. 

And, of course, 

f + g = >  I m < f , g > - + I m < g , g > = O  



9.3  REMARK It is false that 

f + 0 => I lw(f) - 11 1 -t 0. 

Thus fix f s 0 and i n  the relation 

Since 0 is arbitrary, this implies that the spectrum of W (f)  is invariant under 

rotations, hence is the entire unit circle. But according to the spectral radius 

formula, 

is equal to the maximum distance from 1 to the points of o (W ( f ) ) which, in the 

case a t  hand, is 2. On the other hand, W(f) - 1 is normal, so 



Therefore 

PIiOOF Observe first that on the set of exponential vectors, the series 

defining 

are strongly convergent and 

I (cf. 7.15) 

Next, on purely formal grounds, 
7 



if the operators A and B satisfy 

Since 

the identity is applicable on the exponential domain, where then W(f) admits the 

factorization 

Therefore 



WLE Take g = 0 -- then exp(0) = Q, hence 

[Note: Here is a direct approach. Thus, working through the definitions, 

one f ids  that 

and 



Suppose that K is a complex Hilbert space. L e t  7 be a set of bounded linear 

operators o n  K - then a vector 5 E K is a cyclic vector for T if the set {TZ;), 

where T is in the algebra generated by T, is dense in K.  

9.6 Ll3WA 52 is a cyclic vector f o r  the set {w(£):£ E I f ) .  

PIiaOF Indeed, 

and the set of exponent ia l  vectors is total i n  BO (ff) (cf . 6.9) . 

9.7 LEMMA v U E U(ff) ,  



9.8 EXAMPLE Take 



Suppose that  K is a ccanplex H i l b e r t  space. L e t  T be a set of boundd linear 

operators on Kwhich is closed under the formation of adjoints (i.e., T E T => 

T* E T )  -- then T is said to  be irreducible i f  it leaves no nontrivial closed 

linear subspace invariant. 

9.9 SCHURt S LFMMA T is irreducible i f f  the only bounded linear operators 

which mmute with each T E T are the scalar multiples of the identity. 

[Note: Suppse tihat T is irreducible and dim K > 1. Fix a nonzero c E K -- 
then the set { T ~ : T  E T )  is dense i n  K.] 

9.10 SEGAL'S C X T l B I O N  Assume: 

1. 3 a nonnegative selfadjoint operator A on K such that 

e R ~ e - f l t A c ~ y t .  

2. 3 a nonzero vector < E K (unique up to a multiplicative constant) which 

is annihilated by A. 

Then T is irreducible provided c is cyclic for 7. 

[One can suppose from the outset that  T is an algebra, hence that  Ty is dense 

i n  K. L e t  P denote the orthogonal projection of K onto a T-invariant subspace, so 



Since e 5 = Z; (cf. 2.34) and 

for all T E T I  we have 

But, in view of the nonnegativity of A, the LHS of this equation can be extended 

to a bounded holomrphic function in the upper halfplane, while the F3-E of this 

equation can be extended to a bouraded blmrphic function in the lawer halfplane. 

Therefore 

< Z;,Pea %Z; > 

is independent of t. Because Tz; is dense i n  K, it follows that V t, 

This, however, implies that PZ; E Dom(A) with 

Accordingly, Pz; = CZ; for some c E C, - thus v x E K, 



9.11 LEPNA The set {W (f) : f E ff 1 is ir reducible .  

PROOF It is a matter of applying Segal 's  c r i t e r i o n ,  taking T = { ~ ( f ) : f  E t l )  

( legit imate,  since W ( f ) * = W ( - f )  ) . To v e r i f y  condit ions 1 and 2, let K = BO (H)  , 

A = dI'(1) (a.k.a. N), and G = R -- then one has  only to quote 9.6 and 9.8. 

9.12 RE24ARK Fix an orthonormal b a s i s  {en} f o r  H -- then the set 

{w(ten) ,  w(- ten) :n = 1,2 ,..., t E ~1 

is i r reducible .  

[Note: Let  E be the l i n e a r  span of the en -- then the set 

{w(f)n:f E € 1  

is dense in BO(ff) (cf .  9.9) .I  

9-13 LEP.rP\IA Let  T be a bounded l i n e a r  operator on BO (H) . Assume: T anmutes 

with  a l l  the Q(f) (f E f f )  -- then T is a scalar multiple of t h e  identity. 

PROOF On the basis of 4.4 and 4.9, V f E f f ,  



One can t h e r e f o r e  apply 9.9 and 9.11. 

9.14 I B W A  Suppose that H = ffl @ H2 - then 

[ N o t e  : 

is the iscnnetric imrphism per 6.11 .I 

9.15 -LE Take ff = C - -- then, in the n o t a t i o n  o f  58, 

2 is a unitary operator o n  L (R,y) - . Explicated,  let z = a + fl b and put 

Then 

To confirm unitarity, write 



= < Q,$' >. 

Here is another check on the mrk. Fmm the definitions, 

TR = T exp(0) = 1. - 

But  for any complex number u + fl v, 

Therefore 

as predicted by 9.5. In practice, it is mre  convenient to deal with 



For later reference, note that 

- -exp(-- a m , <  f i b -  Re, f i b '  - r C i 5  ) 
2 a LZ 

x 'IW(a (b + b').  - (a + a ' )  T-l 

JZ 

2 mw l e t  $ E L (g,y) -- then 

= q (fl (xb - ab/2) 1 [exp  (xa - a2/2) 1 (x - a) . 
Using the isometric imrphisn 

these considerations can be transferred 





0 WEYL SYSTEMS 

L e t  E z 0 be a real linear space equipped with a b ilinear form a -- t 

the pair (E,o) is a symplectic vector space i f  a is antisyrmaetric ard mndegen- 

s a t e  (so either dim E = rn or dim E = 2n (n = 1,2, ...)). 

10.1 EXAMPIE Take for E a q l e x  pre-Hilbert space, view E as a real 

linear space via restriction of scalars, and l e t  

A w l e c t i c  vector space (Eta) is topological i f  E is a real topological 

vector space and a is continuous. 

10.2 EXAMPLE Let M and N be real topological vector spaces. Suppose that 

B:M x N -t R - 
is a continuous mndegenerate bilinear form. Take E = M $ N and l e t  

o((x,X), (xl,X')) = B(x,X1) - B(x',X) - 
Then the symplectic vector space ( ~ , c r )  is topological. 

Let (Eta) be a symplectic topological vector space. Suppose that K is a 

complex H i l b e r t  space -- then a map 

is said to satisfy the Weyl relations i f  V f,g E E: 



So, V f E E and V tl,t2 E R, - 

1.e.: The arrow 

- R - + U(l0 

- t -+ W(ff) 

is a homxrrorphism. One then says that the pair (K,W) is a Weyl system over 

(E, cs) i f ,  i n  addition, v f E E, the arrow 

is continuous. Accordingly, when this is the case, {W(tf):t E R) - is a one 

parameter u n i t a q  group, hence admits a generator @ ( f )  (which, of course, is 

selfad joint) . 
[Note: Unless stipulated to the contrary, a Weyl system wer a oamplex 

pre-Hilbert space is a Weyl system over the underlying real  topological vector 

space w i t h  a = Im < , >. ] 

10.3 EXAEPLE (The Fock System) Take for E a separable complex H i l b e r t  



space H and l e t  K = BO(H) -- then the map 

W:H -+ u(BO(H))  

which sends f E H to  the Weyl operator 

W(f) = e x p ( & i  Qo) 

is a Weyl system wer ff (cf . 9.1 and 9.2) . 

10.4 EXAMPLE (The ~chr;jdinger System) The real topological vector space 

2 n n 
underlying C? - is R~". - Take K = L (R - 1 and given z = a + fl b (a,b E g ) , define 

a unitary operator W(z) by 

= e x p ( a  ( < x,b > - < arb  > /2))+(x - a ) .  

Then W is a Weyl system over C? - (cf. 9.15) which, moreover, is irreducible (cf . 9.11) . 

10.5 CDNSTRUCTION Let M and N be real topological vector spaces. Suppose 

that 

B:M x N -t R - 

is a continuous nondegenerate bilinear form. Let  U and V be unitary 

representations of the additive groups of M and N respectively on a H i l b e r t  space 

K such that 

for a l l  x € M I X  E N .  Put 



J--T 
W(x @ X I  = exp(--2- B(x,X) ) U (  - x)V(X).  

Then W defines a Weyl system over E = M $ N ( w i t h  a per B as in 10.2). In fact, 

W(x $ A)W(xl $ A') 

-U( - x - x r ) V ( A  + A'). 

On the other hand, 

a e ~ p ( ~  B ( x  + x',A + A'))U(  - x - x l ) V ( X  + A') .  

And 



10.6 MAWLE Take M = If, N = If, and let  B(x, h )  = < x, h > be the usual 

2 n 
inner product. Change the notation and replace x by a, X by b. Take K = L (g ) -- 

then the assignments 

where 

2 n 
define unitary representations of E~ on L (I! ) . Therefore the prescription 

defines a Weyl systan over R2" - = R" - @ Rn. - 

[Note: With z = a + b and W(z) = W(a,b) , it follows that 

= e x p ( a  ( < x,b > - < a,b > /2))$(x - a). 

The procedure thus recovers the ~chrijdinger systm. I 

10.7 LEMMA L e t  (K,W) be a Weyl system over (E, a) - then the restriction 



of W to each f in i te  dimensional subspace of E is continuous. 

P m F  If fl, ..., fn  are elements of EI then 

[NO%: It is not necessarily true that  W:E + U ( K )  is continuous (cf. 10.14) .I 

10.8 LEMMA L e t  ff be a separable complex H i l b e r t  space, 

the Fock systm wer ff. Fix a real linear function A:H + R - and put 

wA(f) = e &i ~ ( f ) ,  (£I 

Then W is a Weyl system over f-f. In addition, W is unitarily equivalent to W A A 

i f f  A is continuous. 

[Suppse that WA is unitarily eqyivalent t o  W -- then 

If A w e r e  not continuous, then K e r  A would be dense. Fix XO:A(XO) = IT and 

choose Xn E Xo + K e r  A:Xn + 0, thus 

a contradiction. TO discuss the converse, write A ( £ )  = Re < f ,x  > (xA E if) A 

and proceed as  i n  10.11. I 

10.9 EXAMPLE In the context of 10.8, take ff inf ini te  dimensional, fix an 



orthononmlbasis {en} for ff ,  and let ffo be the linear span of the en (thus ifo 

is a pre-~i lber t  space). Suppose that  

W1:H -t U(Bo(H)) 

is a Weyl systan over H such that  W' Iffo = w1HO -- then 3 a real linear function 

A:H -. R - such that  W' = WA with A(ffO)  = {O}. First ,  i n  view of the Weyl relations, 

But the set {W (f o) : f o  E Ho} is irreducible (cf . 9.12) , so W' ( f )  w ( f )  -' is a scalar 

multiple of the identity (cf. 9.9), hence 3 a complex n m k r  ~ ( f )  of mdulus 1 

such that  

Wt(f) =x(f)W(f) (f E f f ) .  

Since 

x(fl  + f2)  = x(f1)x(f2) 

and since the arrow 

is continuous, there exists a unique real  nunka ~ ( f ) :  

A s  a function fran H to R, - A is real linear. And: W1 = WAwith A(Ho)  = {O). 

[Note: I f  A 3 0, then A is discontinuous.] 



10.10 REMARK To construct a real linear function A: ff -t R such that - 

A(ffo)  = {O}, enlarge {en} to  a Hamel basis {en}u{ei}. Assign to  each index i 

t m  real nunhers ai and bi. Put A (ei) = a A ( ei) = b. . Finally, extend i' 1 

A to a l l  of H by real linearity ard the condition that A(Ho) = {O}. 

10.11 FX?NPLE Fix a real linear function A:ff -+ g such that A(H0)  = {O} -- 

then WA is irreducible (cf. 9.12) but WA is not unitarily equivalent to  W i f  

A $ 0 (cf. 10.8 or 10.12). Nevertheless, for any f ini te  dimensional subspace 

F c H I  the restriction WAIF' is unitarily equivalent to the restriction W/F. In 

fact, l e t  x be the unique e l ana t  of F such that 
A r F  



10.12 REMARK W t  A , A  : ff 4 R be real linear f u n c t i o n s  such that ill (Ho) = {0}, 
1 2  - 

A2 (Ho) = {O} -- then W is unitarily equivalent to W iff Al = A2. 
A, A, 

[For suppose 3 a unitary U:BO(ff) -+ BO(ff) such that 

or still, 

Therefore U is a scalar multiple of the identity (cf. 10.9), hence WA = WA2 => 
1 

10.13 Let H be a c q l e x  Hilbert space. Suppse that ffo is a dense 



linear subspace of ff and let 

wO:ffO + U ( K )  

be a Weyl system wer H0. Asswe: W is continuous - then Wo has a unique 0 

continuous extension to a Weyl system w:ff -t U ( K ) .  

10.14 EXAMPLE In the setting of 10.11, i f  A f 0, then WA, a s  a mp from 

H to U (BO ( f f )  ) is not continuous. For i f  it were, then the fact  that  W I H = W 1 HO A 0 

would, in view of 10.13, imply that WA = W. 

Le t  

W:E -t U ( K )  

be a Weyl system aver (E,cr) -- then a selfadjoint operator N on K is a number 

operator for W i f  V t E R: - 

10.15 EXAMPLE Let ff be a separable complex H i l b e r t  space. Consider the 

Fock system 

w:ff -t U ( B o ( f f ) )  - 
Then dr (I) is a number operator in the sense of the preceding definition (cf . 9.8) . 

[Note: Put N = dr(1) and f i x  an orthomrmal basis {en) for H. Consider 
m - 
e c i -- ulen 6 a (8) = a ($1 *a (8) , thus is selfadjoint (CL 1.30) 

IF1 



and 

n 
C 
k l  

nonnegative. rnreover, Z. (%) 2 (ek) comnutes with 6 (eL) 5 (el) . Therefore 

S (ek) 5 (e.) is selfadjoint (see the discussion following 4.6) . And V t, 

in the strong operator topology.] 

10.16 EXAMPLE If A jr 0, then W, does not admit a nunber operator. To 

get a contradiction, assume the opposite, hence v f E ff, 

or still, 

or still, 

But then 



which is manifestly impossible. 

10.17 THM)RD4 (Chaiken) Let ff be a separable c q l e x  H i l b e r t  space -- then 

a Weyl systm W over ff is unitarily equivalent t o  a direct  sum of the Fock system 

aver ff i f f  W admits a number operator whose spectrum is a subset of the nonnegative 

integers. 

10.18 LEMMA Le t  U be a separable camplex Hilbert space. Suppose that W is 

an irreducible Weyl system over tl which admits a number operator N whose spectrum 

is bounded below - then W is unitarily equivalent t o  the Fock system over ff. 

PROOF W e  have 

Wlt,  by assmption, the set (~(f) :f E ff) is irreducible, thus 



for same real number a (cf. 9.9). Here p 5 a < p + 1, where p = in£ o(N). So, 

if X E o(N) , then X - a is a nonnegative integer, hence N - a1 is a selfadjoint 
operator with o ( ~  - a1) c Z,O. Since N - a1 is obviously a n w h r  operator, an 

application of 10.17 leads to the desired conclusion. 

[Note: Recall that the Fock system wer ff is irreducible (cf. 9.11).1 

Suppse that F is a finite dimensional subspace of H and let PF be the 

associated orthogonal projection - then V f E f f ,  

&i tPF 
= W(e f) (cf. 9.7). 

Therefore dT (PF) is a number operator for w I F. 

10.19 LEWA Fix an orthonoma1 basis {ul, . . . , u 1 for F and let P be the n ui 

orthogonal projection onto Cui - - then 

and 



So, as a corollary, dr(PF) annihilates the vacuum. 

10.20 If TF is a selfadjoint operator on BO(H) such that 

for all f E ff and all t E R, - then by irreducibility 

for sane real number a, hence 

TF = dr (PF) + aI. 

Consequently, TF = dI'(pF) provided TF$l = 0.1 



511. CANON1 CAL COMMUTATION RELATl OMS 

Let G be a locally canpact abelian group, T its dual. Suppose that 

- 
U:G -t U(K) 

- V:r -t U(K) 

are unitary representations on a ccarrplex Hilbert space K - then U,V are said 
to satisfy the canonical camutation relations if 

for all o E GI x E r. 

11.1 EXAMPLE Define unitary representations U,V of G,r respectively on 

[Note: The pair (U,V) is called the schr&inger realization of the canonical 

cannutation relations.] 

11.2 THEOREM (Mackey) Suppose that 



are unitary representations on a q l e x  Hilbert space K. Assm: (U,V) 

satisfies the canonical anrutation relations - then 
r There is an orthogonal deccarrposition 

into closed subspaces Ki invariant war. t. the U (o) and the V(X) . 
2 2 

There are unitary operators Ti: Ki + L (G) such that V JI E L (G) 

Let ffo be a real pre-Hilbert space. Suppose that 

are unitary representations of the additive group of f fO on a camplex Hilbert 

space K -- then U,V are said to satisfy the canonical conmutation relations if 

for all forgo E Hog 



[Note: Ho is a toplogical group urder addition. 1 

11.3 REMARK If is the completion of Ho, then U,V can be uniquely 

extended to unitary representations 

which satisfy the canonical COrnTRltation relations whenever this is the case of 

u,v. 

[Note: Apart £ram the obvious, there is one subtle difference between 

pre-Hilbst spaces and H i l b e r t  spaces, namely every separable pre-Hilbert space 

has an orthonormal basis but a nomeparable pre-filbert space need - not have an 

ortho110rmal basis. 1 

Then 

br-er, the set  {U (a) ,V (b) :a,b E R ~ )  - is irreducible (cf . 10.4) . 
[Note: The pair (U,V) is called the Schrainger realization of the canonical 

catmutation relations.] 



11.5 EXAMPLE Let H be a separable complex H i l b e r t  space, 

w:ff + U ( B O ( f f ) )  

the Fock system over H. Fix an orthornma1 basis {en) for ff and l e t  ffo be its 

real linear span -- then ff is a real pre-Hilbert space. Put 
0 

in view of 9.1 and 

are unitary representations of the additive group of ffo on BO (H) such that 

Furthemare (cf . 9.12) , the set {U (f O) ,V(gO) :for go E Ho1 is irreducible. 

[Note: The pair (u,v) is called the Fock realization of the canonical 

conmutation relations.] 

11.6 In 10.5, take M = Hot N = a H0, B = Im  < , > - then 

~( f~ ,&i  go) = Im < fOl*Ti go > 

= Im &i < fo,go ' 
= < forgo >. 



And 

11.7 THEOREM (Stone-mn N e u m )  Suppose that 

are unitary representations of Rn - on a complex H i l b e r t  space K. Assume: (U,V) 

satisfies the canonical conmutation relations -- then 

There is an orthogonal deccanpos i t i on  

into closed subspaces invariant w a r .  t. the U (a) and the V (b) (a,b E R ~ )  - . 
2 n 2 n 

a T h e r e  are unitary operators T ~ : K ~  + L (R ) such that t/ $ E L (R ) - 

I- 
-1 

(TiU ( a )  Ti $1 (x) = $ ( x  + a )  

-1 
(TiV(b) Ti $) (x) = e 

fl <x,b> 
J, (XI . 



11.8 FEMU?K The Stone-von Neuma~ theoran is, of course, a special case 

of Mackeyrs theorem and was originally established by bare hand methods. Later 

on, after the developnent of appropriate machinery, the general case was obtained 

via an application of inprimitivity theory. 

[Note: It is to be -sized that no restrictions are placed on K, i.e., 

K may be nonseparable. 1 

Let Ho be a real pre-Hilbert space. Suppose that 

are unitary representations of the additive group of ffo on complex Hilbert spaces 

K,K1 respectively -- then (U,V) is unitarily equivalent to (Ut ,V1) if 3 a unitary 

operator T:K -+ Kt such that 

11.9 REMARK If H0 is a real pre-Hilbert space and if dim H0 < a, then ffo 

is autamatically cmplete and the Stone-von Neumann theorem implies that up to 

unitary equivalence, Ho supports a unique irreducible realization of the canonical 

 tati ion relations, viz . the ~chrijdinger realization. 



The situation when dim ffO = m is far m r e  complicated, as can be illustrated 

example- 

Then SC(R) - is a real pre-Hilbert space: 

< f ,g > = < Cf,Cg > = < g,f > = < f , g  >. 

Given m > 0, let 

be the multiplication operator f + vmf, where 

Define unitary representations 



Then Um,Vm satisfy the canonical conmutation relations and the set 

{urn(£) ,Vm(£) : f E SC (R) - 1 is irreducible (cf . 9.12) (one can always find an ortho- 
2 mrmal basis for L (R) which is contained in SC(R) ) . Suppse now that m t m' -- - - 

then (Um,Vm) is not unitarily equivalent to (U V . To see this, proceed 
m' m' 

by contradiction and assum that 

T:B~(L~(R)) - -+ BO(L~(~)) 

is a unitary operator such that 

Given b E R, - let 

V(b)@(x) = e yrT (X) (qJ E L2@) 

and note that SC (g) is invariant under V (b) . Next, in view of 9.7, we have 



= T-lr (V (b) -'TI' (V (b) ) Um (f ) . 

or still, 

(VM - i n  = v,n 

or still, 

Let 



Then 

Since this holds for every b and since yo = 1, it follows that TQ = Q. On general 

grounds (cf. 9.51, 



Thus m = m', contrary to hypothesis. 

-1 
[Note: The generator of the one parameter unitary group t + T(ff) T is 

while the generator of the one parameter unitary group t -t U ( t f )  is 
m ' 

From the definitions, 

which iny?lies that 

a point used t ac i t ly  i n  the preceding amputation. 1 

The t e r m  "unitary representation" carries w i t h  it a continuity require~nent 

(cf. $ 3 ) .  S t i l l ,  certain physical mdels lead one to consider h~~~a[ l l~rph isns  



w i t h  the property that 

for  a l l  fo,go E Ho but where either U or V is discontinuous. 

2 
11.11 EXAMPLE Take tio = R, K = L (R) and for  each h E Rf l e t  xA - - 

be the characteristic function of {XI -- then the set {xh:h E ~1 - is an ortho- 

2 
normal basis for  .L (R) - . Put 

2 
Then U(a) ,V(b) admit unique extensions t o  unitary operators on 1 (R) - and we have 

Therefore U,V sat isfy the canonical cannutation relations. 

2 
0 A s  a map from R - to U(l (R) - ) , U is not continuous. Proof (cf. 3.5)  : 

2 
A s  a map from R - to U(l (R)), V is continuous. Proof (cf. 3.5): 



lim < x , V ( b ) x  > = lim e &i <A,b> 
X = 1. 

b + 0 b + O  

[Note: Let Q be the genera~r of the one parameter unitary group b -t V(b)  , 

thus V ( b )  = e x p ( R  bQ) and 

Thus, in this realization, the position operator exists (and its spectrum is pure 

point) but the nmratum operator does not exist. There is also a variation on 

this thaw which reverses these conclusions.] 



2 SHALE'S THEOREM 

Let (Eta) be a symplectic topological vector space -- then a symplectic 
automorphism of E is an R-linear - hanamrphism T:E + E such that 

for all f,g E E. 

Specialize and assume that ff is a separable ccsnplex Hilbert space. View 

H as a symplectic topological vector space with a = Im < , > and denote by SP(H) 

the set of all symplectic autamrphisns of ff -- then SP(H) is a group under 
operator multiplication, the symplectic group of H. since 

it follows that U (H) is a subgroup of SP (H) . 

Let J: H +- H be multiplication by R. Suppose that T:H +- H is R-linear - -- 

then there is a decomposition 

where 

- 
(T - JTJ) T1 = - 2 

Here, TIJ = JTl, thus T1 is mnplex linear, and T2J = - JT2, thus T2 is cconplex 

conjugate linear. 



N.B. - The adjoint T; is given by < fITlg > = < Tpf,g > but the adjoint 

Tt is given by < f,T2g > = < g,Ttf >. 

12.1 LDMA Let T E SP(ff) - then 

12.2 ISMMA Let T E SP(ff) - then 

L e t  T E SP(H) - then 



Therefore T1 is invertible. And: 

12.3 LEMMA Let T E SP(ff) -- then 

KCX(~T~I) = {f:  IT^/^ = £1. 

PIiOOF There are tsm pints. First, I- I T 1 l  are selfadjoint, hence 

Second (cf . 12.2) , 

Let T1 = UllTll be the polar d-sition of T1 - then U1 is unitary 

(and not merely a partial isometry). 

12.4 LEDMA Let T E SP(ff) -- then 



P W F  W e  have (cf . 12.1) 

This said, replace T by T-I in 12.3 to get: 

= ulf (cf. 12.3) 

=> 

ulf E ~ e r ( l ~ 5 l ) .  

Conversely, 



Let T2 = U2 / T ~  1 be the polar deccmp~sition of T2 -- then, as it stands, U2 

is a conjugate linear partial isometry which, for use below, is going to have to 

be mdif ied. 

Initially 

is defined by 

Since 

U2 is isometric, thus extends to an isometry 

i.e., extends to an isc~oetry 



The construction of the polar decmposition of T2 is then ccnnpleted by extending 

U2 to a l l  of H by taking it to be zero on Ker(lT21). 

For our purposes, it is this last step that w i l l  not do. Instead, f i x  a 

conjugation c2:Ker(lT21) + Ker(lT21) and then put 

So, sches~t ical ly ,  

K ~ J  set W2 = U2 O V2 -- then W2 is antiunitary and it is still the case that  

T2 = w21T21 (bear i n  mind that K ~ ~ ( / T ~ I )  = KS(T~)). 

Let 

Then C is antiunitary . 

12.5 LEMMA C ccmmtes w i t h  1 ~ ~ 1  and 1 ~ ~ 1 -  



PROOF We have 

Therefore 

c ( T ~ ~  = I T ~ I c  (cf. 1.34). 



12.6 LEMMA The image 

IT2/ I'TJ (K=( ) l )  

is a dense subspace of Ker(l'T21)'. 

PROOF ?b begin w i t h ,  K e r  ( 1 'T2 1 ) is invariant under 

is too. Next, 

2 IT1 I 2 =  I'T21 +I, 

is a b o d e d  selfad joint operator on ff . But the restriction of / T2 I IT1 / t o  

K e r  ( 1 'T2 I ) is injective, hence its range is dense. 

12.7 IDMA C is a conjugation. 

PIMOF C is antiunitary, so C* = C-'. If f E Ker(lT21), then 

Cf = W*2U1f 

= VyJlf 

= V*2U1C2C2f 



= v y 2 C 2 f  

On the other hand, if f E ~er(lT~ 



c * I K ~ ~ ( ~ T ~ [ ) ' = c I K ~ ~ ( I T ~ I ) '  (6. 12.6). 

Consequently, C* = C, from which the lemna. 

12.8 RENARK By definition, C = ~ 2 % ~  , thus 

-1 W2=U1C =UIC (cf. 12.7). 

Because cosh: [O ,-[ + [l ,m [ is bijective, 3 a nonnegative selfad joint operator 

S such that 



12.9 LEMMA Let T E SP(H) - then there exists a unitary operator U, a 
nonnegative selfadjoint operator S, and a conjugation C such that 

P m F  Write 

= Ul cosh(S) + UIC sinh(S) (cf. 12.8) 

= U cosh(S) + UC sinh (S) , 

where U = U1. 

[Note: T is unitary iff T2 = 0 (S = 0 in 12.9) . 1 

mte by SP2 (H) the subset of SP(M consisting of those T such that 

12.10 REMARK SP2 (H) is a group under multiplication. In fact, 

[Note: SP2(H) is a topological group if one uses the operator norm topology 

on the amplex linear part and the Hilbert-Schmidt topology on the complex conjugate 



d2(T1 ,T") = 1 IT; - T;I 

12.11 LEMMA Let T E SP(H) - then T 

PKDF We have 

According to 12.11, 

T E SF2 (HI <=> IT2 I E G2 (HI . 
But the product of two filbert-Schmidt operators is trace class, hence 

Conversely, 



If ff is viewed as a real ~ilbert space with inner product Re < f ,g >, then 
+ 

the adjoint of an R-linear - operator A is denoted by A : 

12.13 LEMMA Suppose that T:ff -+ ff is an R-linear - homamrphism - then 

+ 
12.15 LEMMA Let T E SP(ff) -- then T E SP2 (ff)  iff T T - I is Hilbert-Schidt. 

+ 
12.16 LI.=MMA Let T E SP(ff) - then T T - I is Hilbert-Schmidt iff T J  - J'T 

is Hilbert-Schmidt. 

PROOF For 

+ 
T T - I Hilbert-Schmidt 

+ 
(T T - I) J Hilbert-Schmidt 

=> 

+ 
T TJ - T'JT ~ilbert-Schmidt (cf . 12.13) 

=> 

T+(TJ - JT) ~ilbert-Schmidt 

(T+) -5' (TJ- JT) Hilbert-Schmidt 

TJ  - JT  Hilbert-Schmidt. 



And conversely ... . 

12.17 LEMMA Let T E SP(ff) - then TJ - JT is Hilbert-~chddt iff 

J - TJT-' is Hilbert-Schmidt. 

P m F  If TJ - JT is ~ilbert-Schmidt, then T E SP2(H) (cf. 12.15 and 12.16), 

thus Tml E SP2(ff) and so T-~J - JT-I is ~ilbert-Schmidt. Therefore T(T-~J - 5') 

is Hilbert-Schnidt or still, J - TJT' is Hilbert-Schmidt. TO establish the 

converse, just reverse the steps. 

Let 

w:H -+ U(E?Q(ff)) 

be the Fock system. Given T E SP(ff), put 

WT(f) =W(Tf) (f E ff). 

Then W is a Weyl system over ff which, mreover, is irreducible (cf. 9.11) . But, 
T 

contrary to what might be expected, WT is not necessarily unitarily equivalent 

to W. One is thus led to say thatT is implementable if 3 rT € U(EO(H)) such 

that 

rTw(wcf) ril = wTcf) v f E H. 

12.18 EXAMPLE Let U E U (HI -- then U is impl-table. In fact (cf . 9.7) , 



The problem now is to characterize the T E SP(ff) which are implementable. 

12.19 THEOREM (Shale) Let T E SP(tl) - then T is implementable iff 

12.20 RI~JRF% If dim U < a, then Shale's theorem is a consequence of the 

Stone-von N e m  theorem (cf . 11.7 ) . 

We shall begin w i t h  the necessity, which requires sane preparation. 

By definition, 

Furthenrore, all operators in sight have the same damain, viz . Df (cf . 7.12) , thus 

12.21 We have 



P m F  According to 7.20, 

which, of course, is the d m i n  of 

Let X E Df -- then 

Ditto for c(f). 

 ASS^ narr that T is imp1~mentable, so 3 TT E U(BO(H) such that 

-1 
rTw(f)rT = ~ ~ ( £ 1 .  

Then 



12.22 REMaRK In the r e l a t i o n  

replace f by T-'£ to get 

Then 

Since th is  holds V f E tl, it follows that 

In p a r t i c u l a r :  

r+ E n of. 
f 

And this inplies that 

(2 ( f )  + S (g) ) rTfi = a (f)  rTQ + S (g) rTn 

for a l l  f ,g i n  If. 

[Note: TTfi = e eQ (0 8 < 2 ~ )  i f f  T2 = 0, i.e., i f f  T is unitary.] 

W e  have 



1 - -  - ( rTm) ril + a r T ~  [a f )  r i l l  
Pi 



rTQ E D ( c f .  7.20). 
TR f 

Setting aside rTQ for the mment, note that 

R - 1 (1 (;(T£) + a ( T f ) )  + - ( C ( T ~  f) + a(T& f ) ) )  
a JZ n 

- - - l (c ( ~ ~ f )  + S (T2f) + a (TLf) + 2 (T2f) ) 
2 

J--Z + - (a S (Tlf) - S (T2f) - fl a(Tlf)  + J;i a (T2f) ) 2 

= ;(T f )  + c (T2f ) .  1 

Write 



thus Xo = con, where 

Then 

or still, 

12.23 U W A  Let f,g E ff -- then 

-1 
< f @ g,X2 > = - c0 < grT2(T1) f >. 



PRCK)F On the one hand, 

= LZ < f B g,X2 >, 

while on the other, 

NUN fix an orthomrmal basis {en) for H -- then 

(cf. 12.5). 



Theref ore 

is filbert-Schmidt or still, 

is Hilbert-Schmidt, so T E SP2 ( f f )  (cf. 12.11) . 
It rains to deal with the sufficiency. 

12.24 LEMMA Let f,g E ff -- I3-m 

and 

Since IT2 I is assmed to be Hilbert-Schmidt and since IT2 I cmmtes with C 

(cf. 12.5), 3 an orthonormal basis 0 = {el for ff consisting of eigenvectors of 

IT2[ such that Ce = e V e E 0. 

Let F he a finite subset of 0 and let PF be the orthogonal projection onto 

the linear span L of F. Fix a unit vector u E ff and let PU be the orthogonal pro- F 

jection onto Cu - -- then v f E LF, 



But 



12.25 LE2'4MA LF is immriant under IT1( and c I T ~ I .  

PIdD3F ?he definitions imply that LF is invariant under C and IT2 I , hence 
2 LF is invariant under c I T ~ I .  As for IT1\, recall that / T ~ I ~  = + I, so 

2 2 2 LF is invariant under IT1/ , i.e., PF1Tll = IT1/ PFI thus pFITll = IT11pF 

(cf . 1.34) , implying thereby that LF is invariant under / T1 1 . 

Let v, = l ~ ~ l f  - clT2lf - then v, E LF and 



Write 

Therefore 



12.26 IEM% L e t  A E B (ff) -- then APU is trace class (since PU is trace 

class) and 

tr(PuA) = < u,Au >. 

Consequently, 

.s tr(PucfPF) + tr(PuTX;r2) 

= t r ( P U ( c P F  + T p 2 ) ) .  

To f i n i s h  the proof of the su f f i c i ency ,  we s h a l l  apply 10.18 and c o n s t r u c t  



a number operator for WT whose spectrum is b o d e d  below by 0 (WT is irreducible). 

L e t  

S u p s e  that  F is a f in i t e  dimensional subspace of ff and let PF be the 

associated orthogonal projection. Fix an orthonormal basis {ul, . . . , u n 1 for F -- 
then the prescription 

is a densely defined nonnegative closed quadratic form on ff which is independent 

of the choice of the ui. Thus, on general grourds, 3 a unique nonnegative self- 

adjoint operator % such that 
IF 

and 

%,F 
( f )  = < JN frS f > I  

TIF 

so, in particular, 

%,F 
(f) = < fINT Ff > 

I 

provided £ E Dan(NT , F) . 

12.27 LEMMA W e  have 



The finite dimensional subspaces of ff form a directed set when ordered by 

inclusion. This being the case, put 

where 

subject to +(f) < m. While 4 is a nonnegative closed quadratic fonn on HI it 

is not a priori clear that Con(%) is dense (which, in the final analysis, is the 

crux of the matter). 

12.28 U3MA Given f 

PROOF In fact, 



Every f in the linear span L of 0 is, needless to say, i n  some L Therefore 0 F' 

QT(W(Uf)Q) = sup QTIF(W(Uf)Q) < ". 
F 

But {W ( ~ f )  Q: f E Lo} is dense i n  BO ( f f )  (cf . 

Let  NT be the nonnegative selfadjoint 

9.12), so QT is densely defined. 

operator corresponding to QT. 

12.29 LEMMA In the strong operator topology, 

uniformly for  t i n  f i n i t e  intervals. 

[Here is a sketch of the argument. F i r s t  one proves that  %,F + NT i n  the 

strong resolvent sense (since the data is nonnegative, it suffices t o  shaw that 

-1 
( N ~  , F + I) + ( N  + I) strongly) . A wel lknm theorem due to Trotter then 

implies that 

for a l l  X E BO(ff), uniformly for t i n  f i n i t e  intenrals.1 

12.30 LEMMA V t E RI - 



P W F  L e t  X E BO ( f f )  and fix & > 0. Chose F1 such that 

Choose F2 such that 

Then 



12.31 IE fMA Let f E F -- then V t E R, - 

Since the set of F containing a given f is cofinal in the set of all F, 

12.30 and 12.31 imply thatV t E R, - 

This shows that NT is a nuther operator for WT. But its spectrun is boundd below 

by 0 (NT being nonnegative). Therefore, thanks to 10.18, WT is unitarily equivalent 

to W. 

12.32 FEMMtK The proof of sufficiency is incomplete in several respects. 

1. It depends on 10.18, which in turn depends on 10.17, whose proof was 



omitted. 

2. It depends on 12.29, whose proof was only sketched. 

3. It depends on 12.31, whose proof was omitted. 

There are other approaches that circumvent these dif f icul t ies  (and avoid the 

use of number operators altogether) but I shall  forgo the details.  

12.33 EXAWIJ3 Take H infinite dimensional and fix a closed subset Ho c H 

such that: 

1. f , g ~ H ~ = > < f , g > E R .  - 

Define T :ff -+ by 
P 

T (f + a g )  = pf + a pLg (f,g E HO,p > 0 ) .  
P 

+ 
Then T is symplectic and T = T Therefore 

P P P' 

+ (TPp - I) (f + &i g) 

2 
= (To - I )  (f + g) 

= (P - l)f + J=i (p-2 - l )g ,  

which is filbert-Schmidt i f f  p = 1, so T is implementable i f f  p = 1 (cf. 12.15). 
P 

ut T E SP2 (H) -- then 1 - I is trace class (cf. 12.12) , hence 



IT1/ =  IT^/ - 1 + I 

has a determinant (which is necessarily nonzero) . 



3 MR-APLECTIC MATTERS 

be Me Fock q s t e n n  - then according to Shale's theorem (cf. 12.19),  V T E sP2(H), 

WT(f) = W(Tf) (f E f f )  

is implementable, i.e., 3 rT E U(BO(ff)) such that V f E f f ,  

Let U ( 1 )  - denote the group of unitary scalar operators on SO(ff) -- then, i n  

vim of the irreducibility of W (cf. 9.11), any two implleneenters T4.T; are 

congruent mdulo U ( 1 ) ,  - thus we have an arrow 

where [rTl is the coset determined by TT. 

13.1 IEMWi The arrcw 



Suppose that  dim ff < a - then it is wellkmwn that one can attach to each 

T E SP(H) (I SP2(H) !) a pair of unitary o p a t m s  If rT) which impllement wT 

and have the property that  the arrow 

13.2 Fm4?iRK This arrow is called the mtaplectic representation of SP(ff) 

(it is a bona f ide unitary representation of M P ( f f ) ,  the double covering group 

of SP( f f ) ) .  

The situation when ff is inf ini te  dimensional is different. Thus denote by 

SP+(ff) the subset of SP2(H) consisting of those T such that  TI - I is trace class -- 

then SP+(ff) is a normal subgroup of SP2(ff). 

13.3 LEMMA SP+(ff) is a connected toplogical  group i f  one uses the trace 

norm topology on the ccanplex linear part and the Hilbert-Schmidt topology on the 

complex conjugate linear part: 

13.4 REM?@K Equip SP2(ff) with its structure of a topological group per 



12.10 -- then the inclusion SP+(H) + SP2 (H) is a continuous w r p h i s m  (the trace 

norm dominates operator norm) . Naw endow U (H) w i t h  the operator norm topology -- 
then it can be shown that  SP2(H) and U(H) have the same harrptopy type. But a 

classical theorem due to Kuiper says that U(U)  is contractible. Therefore i n  

the infinite dimensional case, SP2(ff) is simply connected which is in stark contrast 

t o  the situation i n  the f in i t e  dimensional case. 

What was said when dim tl < goes through when dim H = a provided one works 

w i t h  SP+ (H) , i . e. , one can attach to each T E SP+ (U) a pair of unitary operators 

{k rT] which hplanent WT and have the property that  the arrow 



4 KERNELS 

~ e t  X be a mnempty set -- then a map K:X x X -+ C - is called a kernel if 

for a l l  

we have 

14.2 EXAMPLE Let G be a group and let U:G + Il (H) be a btmorphism. Given 

a unit vector x E H, put Kx(o,r) = < x,u(o-'lr)x > (o,r E G) -- then Kx is a kernel 

on G. 

[Note: The function 0 -t < x, U (a) x > is positive definite. 1 

14.3 EXAMPLE Take X = B (H) an3 suppse that T E (H) is nonnegative -- 

then % (A,B) = tr (TAXB) is a kernel on B ( f f )  . 

Let A = [aij] be an n-by-n matrix (a E c) -- then A is said to be psitive i j 

definite if for every sequence cl, ..., cn of n ccarrplex nunbers, 



[Note: A positive definite n-by-n mtrix determines a kernel on I 1 , . . . , n 1 

(and vice-versa) .I 

14.4 REMARK If K is a kennel on XI then the matrix [ K ( x  . ,x . ) I is positive 
1 3  

definite , hence in particular 

14.5  LEMMA If A = [aij] and B = [b. .I are positive definite, then so is 
1 3  

C = [a. .b. . I  (the entrynise product of A an3 B). 
1 1  1 3  

PfEOOF Let 

Then Y = [y . . I is positive def bite: 
1 3  



Therefore tr(AY) 2 0, i.e., 

Denote by K(X) the set whose elements are the kernels on X - then 14.5 
implies that K(X) is closed under pointwise multiplication. 

14.6 LEMMA If A = [a. . I is positive definite, then so is [E (A) . . ] , where 
1 3  1 3  

K Corollary: K E K(X) => e E K(X). 

14.7 THEORlDl (The Kolmgorov Construction) Let K be a kernel on X -- then 
3 a ccanplex Hilbert space HK (not necessarily separable) and a mp A:X + tr, such 
that 

Kkry) = < A(x) ,A&) > 

and the set {A (x) :x E X) is total in HK. 

PIlCOF Consider the vector space c(') of a11 complex valued functions f :X -. C - - 
such that f (x) = 0 except for at mst a finite set of x. Put 



Then the pair (c") - ,< , >) is a canplex, potentially ncpl Hausdorff, pre-Hilbert 

space. To get a genuine pre-Hilbert space, divide out by N = { f : < f , f > = 0 

and then take for HK the completion of C_(X)/N. A s  for A, simply note that 

[Note: If H i  is another H i l b e r t  space and i f  A':X + ffi is s t h e r  map 

satisfying the preceding conditions, then there is an isometric isomrphism 

T : H ~  + H i  such that TA(x) = A ' ( x )  v x E x.] 

14.8 REMARK If X is a topological space an3 i f  K:X x X + C is continuous, 

then A:X -t HK is continuous. In fact,  

14.9 EXAMPLE Let ff be a separable complex ~ i l b e r t  space. Put 

K(f,g) = e cf,g' (f,g E H ) .  

Then K is a kernel on Hand ffK = BO(ff) .  



[Note: H e r e  A:ff 4 BO(ff) is the map f 4 =(f) .I 

14.10 EXAMPLE Le t  G be a group. Given a p s i t i v e  definite 

on G so, in view of 14.7, 3 a complex H i m  space 

U :G -t U ( f f  ) ,  and a cyclic un i t  vector x E ff such 
X X X X 

function 

is a kemel 

U , a hcummrphism 
X 

that v 0 E GI 

operator associated with 



[Note: If G is a topological group and i f  x is continuous, then U :G -+ U(HX) 
X 

is strongly continuous, i.e., is a unitary representation. Thus suppose that  

u - t e - - t h e n  

= < A(r,) ,A(T, ,  >. 

And t h i s  suffices (U (a) is unitary and fl (G) is total) . ] 

14.11  EXAMPLE L e t  HI,. . . ,ffn be ccmplex Hilbert spaces w i t h  respective 

inner products < , >lI...r < > Put n ' 



Then K is a kernel on H1 x ... x Hn and 

Suppse given a sequence of separable -1ex Hilbert spaces Hn and a 

sequence of unit vectors un E Hn (n = 1.2. ... ) .  Let X be the set of sequences 

Define K:X x X -t C - by 

Then K is a kernel on X. N m  apply the Kolmgorov construction -- then the 

resulting Hilbert space HK is called the countable tensor product of the Hn 

w.r.t. the stabilizing sequence un: 

and we write 

If En = {en,, e,. . . . I  is an orthononnal basis 

then the set {A(x):x E X & x n E  E n V  n] is an 

14.12 FUDlVX Abstractly, the countable 

for Hn such that en, = un V n, 

orthomrmal basis 

tensor product of 

for 8 (Hn,un). 
n=l 

the H w.r.t. n 



the stabilizing sequence un is a system (ff,u,TA) consisting of a cosnplex Hilbert 

space ff, a unit vector u E ff, and for each finite subset A c N an isametric map - 
T from B Hn into H with the following properties: A n€A 

if xn = un for n E A' - A; 

w 

[Note: These properties characterize B (Hn,un) to within unitary equivalence.] 
1 

w 

14.13 EXAMPLE Suppose that ff = B ffn - then there is an isanetric isomr- 
n=l 



where the countable tensor product is w.r. t .  the stabilizing sequence of vacuum 

vectors. 

2 
14.14 I.=XAMPLE L e t  ffn = L (S1,,Anrun) where V n, pn is a probability measure 

on the a-algebra An. Consider the product probability space (i2.A.p) -- then 
2 2 

L (R,A,p) is the countable tensor product of the L (S1,,AnIvn) w . r . t .  the sta- 

bilizing sequence ln ( = the constant function 1 on fin). 



In this section, I shall give a mre or  less  proofless sumnary of those 

definitions and facts fm the theory that  w i l l  be of use in the sequel. 

L e t  A be a nonzero complex Banach algebra, *:A + A an involution -- then 
the pair ( A , * )  is said to be a C*-algebra i f  V A E A, 

IIA*AII = l I ~ 1 1 ~ -  

It is then autoIMtic that  I (A*[ 1 = 1 1 ~ 1  1 .  

is a linear map @:A -t I3 such that 

$(A*) = $(A)*. 

An i-rphism is a bijective mrphism. Every mrphism is autamatically continuous: 

\ ~ ( I ( A )  I I 2 l l ~ l l  V A E A. E'urthermre, the kernel of (I is a closed ideal in A 

and the k g e  of $ is a C*-subalgebra of R. Finally, $ injective => $ isometric: 

1 I(I(N I I = 1 1 V A E A.1 

15.1 EXAMPLE L e t  X be a LCH space, C,(X) the algebra of cc~np1e.x valued 

continuous functions on X that vanish a t  infinity. Equip Cm(X) with the sup norm 

and let the involution be complex conjugation - then the pair ( c ~ ( x )  , *) is a 

c~mrrutative C*-algebra. 

[Note: If A is an arbitrary cmmnutative C*-algebra, then 3 a LCH space X 

and an i m r p h i s m  A -t Cm(X) . Such an X is unique up to homeona3rphism and is 

compact when A is unital. ] 



15.2 EXAMPLE Let ff be a ccmp1e.x Hilbert space, B(ff) the algebra of bounded 

linear operators on H. Equip B(ff) with the operator norm and let the involution 

* be the adjunction -- then the pair (B(H) ,*) is a C*-algebra. 
[Note: A norm closed *-subalgebra of B(f0 is a C*-algebra. Conversely, 

every C*-algebra is imrphic to a norm closed *-subalgebra of B(H) for sane H.] 

We shall assume henceforth that A is unital (i.e., has a unit I). 

[Note: If A is a C*-algebra without a unit, then there exists a unital 

C*-algebra AT, the unitization of A, and an injective mrphisn A -t AI such that 

A ~ A  = r.1 

N.B. To reflect the assumption that our C*-algebras are unital, the term 

mrphisn will now carry the additional requirement that the units are respected. 

Let A be a C*-algebra, ff a ccmplex Hilbert space - then a representation IT 
of A on ff is a mrphisn T: A -t B (U) (thus -rr is autoaMtically continuous: I 1 T (A) I I < 

1 1 v A E A (which sharpens to 1 IIT(A) 1 1  = 1 I A ~  1 V A E A if IT is faithful)). 

In particular: ~(1) = I. 

15.3 LmMA Every representation is a direct sum of cyclic representations. 

[Note: A representation r:A -t R(H) is cyclic if 3 x E ff:.rr(A)x = (IT(A)X:A E A3 

is dense in ff.] 

15.4 REMARK Every representation of a simple C*-algebra is faithful. 

[Note: A Cx-algebra is said to be simple if it has no nontrivial closed 

ideals. If A is simple, then A has no nontrivial ideals period and, in addition, 



is central, meaning that the center of A is {CI :c E C) . ] - 

Let A be a C*-algebra. 

$ is the collection of all selfadjoint elexrents in A, i.e., - 
A, = {A E A:A* = A}. - 

A+ is the collection of all positive elements in A, i. e. , 

or still, 

A state on A is a linear functional w:A += C - such that 

L w(1) = 1. 

- 
[Note: A state w is necessarily hermitian: w (A*) = w (A) V A E A. 1 

Let S(A) be the state space of A (meaning the set of states on A) -- then 
S(A) is convex and its elements are continuous of norm 1, thus S (A) is contained 

in the unit ball of the dual of A. It is easy to verify that S(A) is closed in 

the weak* topology, so S (A) is compact (Alaoglu) . 

15.5 EXAMPLE Suppose that n is a representation of A on U .  Fix a unit 

vector Q E U -- then the linear functional 

is a state on A. 



15.6 THM3REM (The GNS Construction) L e t  w E S(A) - then 3 a cyclic 

representation nu of A on a H i l b e r t  space ff with cyclic unit vector Qo such w 

t h a t  

U(A) = < nw,irw(n)n >. 
W 

PROOF In the Kolmgorov construction (cf. 14.7) ,  take X = A, let K(A,B) = 

w(A*B) , and put Hw = HK. Denote by Q, the image of and c a l l  rw(A)  the operator 

associated w i t h  IT (A) :G(A) + c - (A) , whwe 

n (A) f = IT (A) C cxsx xcA 

Then 

= < Qw,lTu(A)Qu >. 

[Note: I f  (nL,ff~,R~) is another t r i p l e  of GNS data per w, then there is an 

ismetric i m r p h i s n  T:H, + ff; which intertwines irw and T T ~  and s d s  to .Q&.] 

15.7 REMARK Suppose that -rr is a cyclic representation of A. Take any cyclic 



unit vector 0 and perform the GNS m ~ ~ ~ t r u c t i o n  on 

w(A) = < fl,.rr(AjR >. 

Then .rr is unitarily equivalent to .rr- 
w 

The universal representation rm of A is the direct sun of all its GNS 

representations nu ( w E S ( A )  ) , thus 

15.9 TWORE24 (Gelfad-T aim ark) is faithful.  

PROOF In fact,  

=> A*A = 0 (cf. 15.8) 



Suppose that a:A + A is an autom3rphism of A -- then a induces a bijection 

a*:S(A) -+ S(A), where a*w = w a. 

15.11 LJWMA There exists an isometric i m r p h i s m  T:H, -+ %*w such that  

for a l l  A E A. 

L e t  w E S(A) -- then w is - pure i f f  it is an extrem point of S(A) . 
[Note: A state that is not pure is called mixed. If A is comutative, then 

a state w is pure i f f  it is multiplicative, i-e., i f f  

for all A,B E A.]  

15.12 THEX)Ftm (Segal) The GIG representation nw associated with a state w 

is irreducible i f f  w is pure. 



15.13 mblm~ Assume that T: A -+ B (If) is irreducible, take any unit vector 

s2 E tl, and let 

Then S1 is cyclic (cf . 9.9) , so IT is unitarily equivalent to n (cf . 15-7) . In 
W 

particular: is irreducible, thus w is pure (cf. 15.12). 

[Note: Therefore every irreducible representation of a C*-algebra comes 

Denote by P(A) the set of pure states 

from a pure state via the GNS construction.] 

on A. 

IA[ I = ].(A) 

The atcanic representation rAT of A is the direct sum of the GNS representations 

IT , where w E P(A). Because of 15.14, one can argue exactly as in 15.9 to conclude 
w 

that -rr is faithful. AT 
A 

Let A be the set of unitary equivalence classes of irreducible representations 

of A - then the canonical arrow 

is surjective. It is bijective iff every irreducible representation of A is one 

dimnsional, which is the case iff A is COrnTRZtative. 

Let U E A - then U is said to be unitary if U*U = UU* = I. 



[Note: Therefore U is invertible and 1 1 u 1 1 = 1.1 

15.15 LFEEPL Let wl, u2 E P(A) - then ~l,~, rrw2 are unitarily equivalent 

I = [.rr 1) iff there is a unitary U E A: 
w2 

-1 w2 (A) = wl (UAU ) (A E A) . 

15.16 REMARK Suppose that v:A -+ B(H) is an irreducible representation. 

be unit vectors. Put 

Then wl = w2 iff 3 c(lc1 = 1):Q2 = cQl. 

Let Rep A be the set of all representations of A -- then in Rep A there are 
three standard notions of "equivalence": 

1. unitary equivalence; 

2. geometric equivalence; 

3. weak equivalence. 

As we shall see, 1 => 2 => 3 and I%be irrrplications are not reversible (except 



in certain special situations) . 
Let 14 be a complex Hilbert space - then a density operator is a bounded 

linear operator W on ff such that: 

1. W is nonnegative (hence selfad joint) . 
2. W is trace class with tr (W) = 1. 

Let A be a C*-algebra, 7~ a representation of A on ff -- then the folium of 
n is the set F(n) of states on A of the form 

where W is a density operator on ff. 

[Note: The folim f(w) of a state w E S(A) is, by definition, F(rru). 

Since the orthogonal projection onto CQw - is a density operator, it follows that 

w E f(o) . I  

15.17 LEMMA Let n be a representation of A - then 

15.18 THEOREN (Fell) The folium of a faithful representation of A is 

weak* dense in the set of all states on A. 

Let rl,r2 be representations of A -- then rlrITZ are said to be geaetrically 

equivalent if F(nl) = f(r2). 

[Note: States 9,u2 are geometrically equivalent provided this is the case 



15.19 rf n,, r2 are geomtrically equivalent, then Ker nl = Ker n2 

(cf. 15.17). 

[Note: One says that nl is weakly equivalent to n2 if Ker n = K e r  n2. 1 

Accordingly, 

"geametric equivalence" => "weak equivalence".l 

15.20 IXMMA Representations rrl,n2 are georrtetrically equivalent iff nl 

is unitarily equivalent to a subrepresentation of a multiple of n2 and vice versa. 

[Note: Therefore a given representation is geometrically equivalent to any 

of its multiples. I 

In particular: 

"unitary equivalence" => "gec~netric equivalence". 

15.21 LEMMA Representations nl,C2 are geometrically equivalent iff 3 a 

cardinal nurriber n such that nnl is unitarily equivalent to nn2. 

15.22 REMAEX If nl is irreducible and n2 is gemetrically equivalent to 

n then n2 is unitarily equivalent to a multiple of nl. Thus if n2 is also 1, 

irreducible, then nl and n2 are unitarily equivalent. 

Let nl,7r2 be representations of A - then rrl,n2 are said to be disjoint if 



[Note: States %,w2 are disjoint prwided this is the case of I T ~ , T ~ _  1 

15.23 LEMMA Representations I T ~ , T ~  are disjoint iff rrl,n2 have no geo- 

metrically equivalent subrepresentations or still, iff IT~,IT~ have no unitarily 

equivalent subrepresentations. 

15.24 LJ3MMA Representations IT~,IT~ are geometrically equivalent iff  IT^ 

has no subrepresentation disjoint from  IT^ and vice versa. 

A representation IT of A is said to be primary if every subrepresentation 

of IT is gemstrically equivalent to IT. 

[Note: A state w is primary if this is so of  IT^.] 

If IT is irreducible, then IT is primary (as is IT $ IT wkich, of course, is 

not irreducible) . 

15.25 LEPMA m primary representations of A are either geometrically 

equivalent or disjoint. 

15.26 LEMW If IT is primary and if w E F (IT) , then IT is geometrically 

equivalent to  IT^. 

Given a state o E S(A) and A E A such that w(A*A) > 0, define oA E S(A) by 



15.27 Let w E S (A) - then F (w) is the norm closed convex hull of 

the WA' 

A folium in S(A) is a norm closed convex subset F of S(A) with the property 

that if o E F, then wA E F for all A:w(A*A) > 0. 

The terminology is consistent since the folium f(n) of a representation T 

is a folium in S (A) . 

15.28 REMARK If w E S (A) , then F (w) is the smallest folium containing o 

(cf . 15.27) . 

15.29 LEMM?l If F is a folium in S(A), then 3 a representation .rr of A,  

determined up to geometric equivalence, such that F(T) = F. 

[One has only to take for T the direct sum of the GNS representations 

.rr ( W E  0.1 o 

[Note: The folia in S (A) are thus in a one-to-one correspondence with the 

geometric equivalence classes in &p A.1 

15.30 EXAMPLE Let a E Rep A - then n is geometrically equivalent to the 
direct sum of the GNS representations a (o E F (TI ) . w 

Given representations rl, m2, write .rr 5 n2 if r1 is gmtrically equivalent 

to a subrepresentation of r2 or still, if F ( T ~ )  c F (r2) . 



15.31 LEMMA Every representation n of A is geaoetrically equivalent to 

a subrepresentation of the universal representation -irm, hence a 5 n UN and 



6 SLAWNY'S THEOREM 

Let (E,o) be a symplectic vector space - then a CCR realization of (Eta) 

is a unital C*-algebra W(E,o) which is generated by nonzero elerents W(f) (f E E) 

subject to 

W(f)*=W(- f) (f EE) 

and 

[Note: Obviously, 

so W(0) = I is the unit of W(E,a). Furthermre, 

W(- f)W(f) = W(0) = W(f)W(- f) b 

Therefore W (f) is unitary. ] 

16.1 EXAMPLE Let ff be a separable complex ~ilbert space. Consider the 

Fock system 

Then the C*-subalgebra of B(~o(ff)) generated by the W(f) is a CCR realization 

of ( f f , Im < , > ) .  

16.2 THM)REM (Slawny) The pair (E, o) admits a CCR realization. Moreover, 

if W1 (E, o) and W2 (El a) are tkJo CCR realizations of (E, o) , then 3 a unique iso- 



such that 

To establish the existence, consider 

and define W (f) E u (,t2 (E) ) by the rule 

Then the norm closure of the set 

2 
in B(l (E) )  is a unital C*-algebra with the required properties. 

To treat the uniqueness, it will be convenient to introduce some machinery. 

[Note: In any event, it is clear that @ is unique if it exists.] 

Let G be an abelian group (written additively) -- then a multiplier is a map 

and 



Let tf be a Hilbert space - then a projective representation of G on ff with 
multiplier b is a map U:G -t U(H) such that V o , ~  E G, 

16.3 EXAMPLE Let (Era) be a symplectic vector space - then 

is a multiplier and, extending the terminology introduced in 510, a Weyl system 

over (E,o) is a projective representation of E with multiplier b. 

[Note: Suppose given a representation IT: W (E, 0) -t B ( f f )  -- then the arrw 

f + IT (W (f) ) defines a Weyl systm aver (E, 0) . I 

Assume now that G is, in addition, locally ccanpact -- then the term 
"projective representation" presupposes that b:G x G + T - is continuous and 
U:G -t U (ff) is continuous (where, as usual, U (ff) is equipped w i t h  the strong 

operator topology) . 
Define 



16.4 IEbMA L e t  (b,U) be a projective representation of G on ff -- then 

( b , R )  is unitarily equivalent to (b,B €3 Iff) . 
PROOF By definition, 

2 A operate on L (G) @ ff (cf . 5.6) . This  said, 
2 A 2 identify L (G) @ ff with L (G;U) 

(permissible even though H a a r  measure on G is not necessarily o-finite and ff 

not necessarily separable ...) . Define 

2 2 
T:L (G;ff) -t L (G;ff) 

by 

(Tf) (0) = U (0) f (0) . 

Then T is unitary and intertwines R 8 U and B 8 iff: 



Let I' be the dual of G -- then the Fourier transform 

implements a unitary equivalence between 

and 

where 

16.5 LEMMA Let (b,U) be a projective representation of G on H -- then 

the C*-algebra generated by &R8 is ismorphic to the C*-algebra generated by B. 

PRCXlF First, R 8 U and nR B U are unitarily equivalent, hence generate 

isomorphic C*-algebras. On the other handI B and B 8 I,, also generate imrphic 

C*-algebras, thus the result follows frm 16.4. 



Let b:G x G + T - be a (continuous) multiplier - then b determines a 
continuous hammrphisn Qb:G + r viz . 

16.6 LEMMA Suppose that Qb:G -t I' is injective -- then iP (G) is dense in I'. b 

PROOF In fact, 

( T I A  = G/Ann %(GIt 

Ann standing for annihilator. But Ann Qb (G) = {O 1 ,  Qb being injective. Therefore 



16.7 LEMMA Let (b,U) be a projective representation of G on H am3 suppose 

that a:G -t I' is injective -- then the C*-algebra generated by U is i-hic 

to the C*-algebra generated by AR €3 U: 

(AR €3 U) (a) <--> U(a) . 
PROOF If f:G -+ C - is a function with finite support, then 



[Note: We have 

16.8 LEMMA Let 

be projective representations of G on 

and suppose that $:G -+ r is injective -- then 3 a unique imrphism 4 fram 

the C*-algebra A1 generated by U1to the C*-algebra A2 generated by U2 such that 

@(U1(o)) = U2b) (0  E GI. 

[Assemble the facts developed in 16.4, 16.5, and 16.7 (taking care to keep 

track of the various identifications).] 



Specialize and take G = E (d isc re te  toplogy), denoting the dual  of E 
A 

by E. Let 

Then 

A 

16.9 U3WA Qb:E + E is injective. 

P ~ F  Suppose that $(£) (g) = 1 v g - then tbe claim is that f = 0 and, 

for this, it need only be shcrwn that o ( f , g) = 0 V g (o being symplectic, hence 

and apply 16.8 to the arrows 



16.10 IEmA L e t  f E E (f f 0) -- 

I lw(f) - 1 1  I = 2. 

[Argue as i n  9.3.1 

16.11 LEMM?i W(E,a) is not separable. 

PROOF Suppose that W(n) (n E N) is a countable dense s u b s e t  o f  W(E,a) . 
Fix f # 0 in W(E,o) -- then 'd t E R, - 3 nt: 

J. 

For otherwise,  c a l l i n g  their camnon v a l u e  W, 

I I~(t,f) - W ( t 2 f )  I I 

Theref ore 



which contradicts 16.10. And R - is not countable. 

16.12 LEMMA W(E,o) is simple. 

PROOF Let r:W(E,o) -+ B ( U )  be a representation of W(E,o) - then .rr(W(E,o)) 
is a CCR realization of (E,o), hence by 16.2, 3 a unique isch(l0rphism 

$:W(Ero) -+ IT(W(E,~) 

such that 

$(W(f)) = r(W(f)) V f E E. 

Butthis implies that $ = IT, so the kernel of IT is zero. Therefore, since IT is 

arbitrary, W(E,o) has no nontrivial closed ideals, thus is simple. 

[Note: 

W(E,o) simple => W(E,a) central (cf. 15.4).1 

16.13 REMARK LetM be a subspace of E -- then the C*-subalgebra of 
W(E,o) generated by {W(f):f E M} is equal to 0J(~,o) iff M = E. 

Having derived the existence, essential uniqueness, ar~I basic properties 

of W(E,a), we shall now go back and take a look at certain structural issues of 



an algebraic nature. 

Give E the discrete topology and let c(~) be the vector space of all - 
finitely supported ccknplex valued functions 3:E -+ C. - Mine a product 

where 

Then in this way c(~) - acquires the structure of a ccmplex associative algebra, 

denoted £ram here on by W (E, a) . 
It is clear that a basis for W(E,o) is the set lcSf:f E El. And: 

1. 60 is the multiplicative identity of W (E, o) . 
2. 6 is a unit with inverse 6,f. f 

From the definitions, 

16.14 LEMMA The algebra W(E,a) is central, i.e., its center consists 

of the scalar multiples of tjO. 

P D F  Let 5 belong to the center of W(E,a). Take a nonzero g E E and 



16-15 UmYA The algebra W (El a) is simple, i. e. , has no nontrivial ideals. 

PROOF Let I c W(E,a) be a nonzero ideal -- then I is an additive subgroup 
of W(E,(s) and is invariant under all inner autamorphisms. Fix a nonzero r E I: 

The cardinality of spt 5 is minimal. We claim that # (spt 5) = 1, thus 5 is a 

unit (so I = W(E,o)). To see this, suppose that spt G contains distinct points 

xandy. ChoosefEE: 

Then 

and 

spt 5' c spt 5. 

But 

S'(x) = (b(f,x12 -1)C(x) = O  



=> 

5' # 0. 

Therefore 5' is a nonzero element of I with #(spt 5') < #(sp t  c ) ,  which is a 

contradiction. 

16.16 LEPIMA The algebra W(E,o) has no zero divisors and its units are 

the csf (C E cXff E E).  

L e t  4 :W(E, a) -t W (E, a) be an algebra autamrphism -- then 4 sends units to 

units, hence + gives rise t o  maps 



Therefore T is an autanw,rphisn of the additive group of E or still, T is an 

autcmrphisn of E viewed as a rational vector space. M r e  is true. Thus rewrite 

the relation 

b(f,g)~(f + g) = b(Tf,Tg).r(f)~(g) 

in the form 

Switching f,g leaves the LHS unchanged and inverts the RHS. Consequently, 

=> 

0(Tf,Tg) - g(f,g) = 0, 

T being Q-linear. - But then 

16.17 LE3lMA The algebra autam>rphisms of W(E,a) are the linear bijections 

@:W(E,a) + W(E,a) given by 

4(6£) = 



where 

T:E + C' - 

is a hammrpvhism and 

T:E + E 

is an additive autamrphism of E which leaves a invariant. 

P W F  The preceding discussion shaws that every algebra automorphism 

$:W (E, a) -t W (E, a) determines a pair (T ,T) w i t h  the stated properties. Conversely, 

i f  $I is defined as  above by (-r,T), then 

= 0 ( 6 4  0 (6g) I 

thus (I is an algebra autr>morphism of W (E, a) . 

- (<*I* = < 

(<152) * = <$ST 
- 

Therefore W (E, o) is a unital *-algebra. 

Because of this, we shall then agree that a representation a of W(E,a) 



on a corrrplex filbert space ff is a mrphism rr:W(E,a) -t B(ff)  in the category of 

un i t a l  *-algebras, t h u s  IT is linear and 

~ ( 5 ~ 1 ~ )  = T(<1)r(<2) & "(<*) = n ( < ) *  

with ~ ( 6 ~ )  = I. 

[Note: rr is necessarily faithful (cf. 16.15) . ] 

16.18 RENAFX If @:w(E,o) -t W(E,o) is a *-autamorphisn (cf. 16.17),  then 

A 

T E E. Proof: 

L e t  s:W(E, o) -+ B (H) be a representation -- then the norm closure WIT ( ~ , d  

of rr (W (E, o) ) is a u n i t a l  C*-algebra which is genera ted  by the n (tif) . Here 



and 

Therefore Wn (E. a) is a CCR realization of (E, a) . 
Suppose that 

are representations of W(E,a) -- then by 16.2, 3 a unique iscnmrphism 

such that 

Accordingly, if n:W(E,o) + E(H) is a representation and if, by definition, 

11511n = ll~(~)ll. 

then I I < I 1, is independent of the choice of r ,  call it 1 1 5 1 1 . and the mnpletion 
W (E, a) of W (E, a) in this norm is a CCX realization of (E, a) . 



16.19 RFb2ARK As regards terminology, some authorities refer to W(EI a) 

as the Wgrl algebra per (E, a) while others reserve this term for W (E, a) , the 

latter convention being the one that we shall follm. 

16.20 EXAMPLE 

Fock representation 

is characterized by 

where 

It extends uniquely 

Let ff be a separable complex Hilbert space - then the 

W(f) = exp( f i  Q(f)) (f E ff). 

to a representation of W (U,Im < , > ) on BO (ff) (denoted still 

by  IT^) . The prescription 

defines the vacuum state on U (ff, Im < , > ) . Since Q is cyclic (cf. 9.6) , it 

follms that I J ~  is the GNS representation associated with % (cf. 15.6), so o+ 

is pure (rF being irreducible (cf . 9.11) ) . 

1 2 - I I l f l l  
= e (cf. 9.5) . I  



An R-l inear  bijection T:E -t E is said to be symplec t i c  i f  - 

o(TfITg) = ~ ( f , g )  V f r g  E E. 

16.21 LJPPlR Given a symplec t i c  mp T:E -* E, 3 a unique  a u t m r p k i s n  

of W(Efo) S U C ~  that 

o ~ y ( W ( f ) )  =W(Tf)  (f E E ) .  

PROOF The W (Tf) satisfy the same general c o n d i t i o n s  as the W ( f )  and both 

g e n e r a t e  W (E , o) . Nuw apply Slawny ' s theorem. 

The o ~ y  are called Bogolubav automrphisns. They form a subgroup of Aut  U ( E , ~ )  

and the arm T -t 5 is a representation of the synplectic group  of (E,o) on 

w(Efo) 

16.22 EXAMPL;E 3 a unique  a u t a m r p h i s m  E of U(E,o) such that 

W W - )  (f E E ) .  

16.23 m@m~ ?b define %, it suffices that T be an additive au tomrph i sm 

of E which leaves o invariant. 

16.24 EXlUPW L e t  ff be a separable ccnrrplex H i l b e r t  space. Fix T E SP (H) 

a n d p u t T  = T F o O C y .  
FIT 



3. vF and andFfT are gecmtrically equivalent. 

[Note: and rFIT are irreducible, hence geometric equivalence and unitary 

equivalence are one and the same (cf. 15.22).] 

TFAE: 

1. T jz SP2(ff); 

3. vF and andFfT are disjoint. 

16.25 IJ24MA Suppose that  T:E -+ E is symplectic -- then 

%:W(E,a) -+ W(E,a) 

is an inner autmmrphism i f f  T = I. 

16.26 I;et n: W (E , a) -+ B (fi) be a representation - then r is faithful 

(cf. 16.12), hence n 0 % 0 a -' is an automrphisn of n(W(~,o)), which, in view 

of 16.25, is mt inner (T z: I).  Therefore r (W(~,o))  z: B(f f ) .  

[me: Every autcxmrphism of B (ff)  is inner. In fact, 



L e t  

be sympledic vector spaces. Suppose that T:E1 +- E2 is an R-linear m p  such that - 

[Note: T is necessarily one-to-one.] 

16.27 IEHW 3 an injective mrphism 

PROOF We have 

Therefore the C*-subalgebra of W (E2, 3) generated by the W2 (Tf is a CCR 

realization of (El . ol) . 



7 THE RE-SYMPLECTTC THEORY 

Let E * 0 be a real linear space equipped w i t h  a bilinear fom a -- then 
the pair (E,o) is a pre-syrrrplectic vector space i f  a is antisyn-mtric. 

N.B. Put 

Then the pair (E,o) is a symplectic vector space i f f  E = (0). 0 

The construction of the unital *-algebra W(E,o) in the preceding § did not 

use the a s s q t i o n  that o was symplectic an3 goes through verbatim when o is 

merely pre-syrrlplectic . On the other hand, the structure of W (E, a) i n  the pre- 

symplectic case is not the same as  in the symplectic case. E.g.: If Eo t {Ol, 

then it is no longer true that the center of W(E,o) consists of scalar multiples 

of 6 alone (i.e., 16.14 f a i l s ) .  Indeed, 0 

Therefore 6f is central. 

[Note: W e  admit the possibility that  a is identically zero, thus W(E,O) is 

c~mtrcltat ive . I  

Given a function x:E + C with ~ ( 0 )  = 1, put 

Then x is said to  be o positive definite i f  K is a kernel on E, i.e., i f  for a l l  
X 



we have 

Write PD (E, a) for the set of a positive definite functions on E and, as 

before, let 

17.1 LEMMA Suppose that (b,U) is a projective representation of E on ff . 
Fix a unit vector x  E U and put 

%(f) = < x , ~ ( f ) x  > (f E E) . 
Then xx is a  positive definite, thus xx E PD (E, o) . 

PRLX>F In fact, 



17.2 DCAMPLE Let ff be a separable q l e x  H i l b e r t  space - then the Fock 

system f += W ( f )  defines a projective representation of ff on BO(ff) with multiplier 

Since 

it follows from 17.1 that 

17.3 EXAMPLE Let ff be a separable camplex Hilbert space. ~ i x  X > 1 -- then 

the function 
e 

is in PD(H,Im < , > ) .  To see this, pass t o  

L e t  

and let C:ff += ff be a conjugation. Put 



Then there are two claims: 

A 

1. WA defines a projective representation of ff on BO (HI B EO (H) with 

multiplier 

2. V f E ff, 

Ad 1: On BO(U) 8 BO(ff) (cf. 5 . 6 ) ,  



Ad 2: We have 

[Note: Let be a probability measure on [I,..[ - then the function 

17.4 IJDIMA If x:E + C - is a positive definite, then 3 a canplex Hilbert 

space ff a projective representation (b,U ) of E on 14 and a cyclic unit vector 
XI X x' 

x E ff such that V f E E, 
X X 



[This is an obvious variant on the considerations detailed i n  14.10.1 

A state on W(E, o) is a linear functional w:W (E, 0) -t C such that - 

subject to ~ ( 6 ~ )  = 1. 

L e t  S (W (E, o)  ) stand for  the set of states on W (E, a) -- then there is a 

canonical one-to-one correspondence between PD (E, o) and S (W (E , a )  ) , namely the 

extension to W(E,o) by l ineari ty of a o positive definite function x gives rise 

to a state w while the restr ict ion to E of a state w defines a o positive function 
X 

Xw : 

[Note: The arrow f + 6, injects  E into W (E , o) . I 

17.5 EXAMPLE Define k : E  -t 

Then 



Denote the associated state by wtrt thus 

And 

[Note: w is a tracial state i n  the sense that 
tr 

Let  Re% E be the set of a l l  projective representations of E w i t h  multiplier 

b and l e t  Rep W(E,O) be the set  of a l l  representations of W(E,o) - then 

Repb E <--> Rep W(E,a) . 
Thus let (b,U) be a projective representation of E on ff -- then the pre- 

scription 

defines a representation of W (E, a )  on ff : 



(5 5 = Tu(51)nu(52). u 1 2  

It is also clear that 

IT&*) = TU(G1*. 

And trivially, .rr ( 6  ) = U (0) = I. Conversely, if T is a representation of w (E, a) u 0 

on H, then the prescription 

defines a projective representation (b,Un) of E on ti. 

[Note: The formalism entails 

17.6 REMARK A Weyl system over (E, a) is a projective representation of E 

with multiplier b (cf . 16.3) . 



17.7 LEMMA L e t  w E S (W(E, o) ) -- then 3 a cyclic representation iru of 

W(E,o) on a Kilbert space ffw with cyclic un i t  vector % such that 

[Note: The tr iple  (IT ff R ) is unique up to unitary equivalence.] 
0' 0' 0 

2 
17.8 EXAMPLE Define a projective representation (b,B) of E on 1 (E) by 

the rule 

Then 

Theref ore 



2 
The setup in 17.7 is thus realized by taking w = utr, (~~,ff") = (ITBr-l? (El), and 

9 = ". 
[Mte: Change the mtation and write 'rt, in place of  IT^. Let (b,U) be a 

projective representation of E -- then (cf. 16.4) 

Put 

Here the first sup is W e n  over S(W(E.0) and the semnd sup is taken over &b E- 

17.9 LEMMA We have 

I  = l l - 1 I 2 -  

PROOF Let (b,U) be a projective representation of E on M -- then V unit 
vector x E ff, 

xX(f) = < x,U(f)x > (f E E) 



is a positive definite (cf . 17.1) , thus 

= sup {c ~~"~(5*5)x >'-I2 : 11x1 I = 1) 

= sup {W (C*c)1/2 : ~~x~~ = 1) 
x, 

On the other handI a given state w determines a o positive function a d ,  in 

the notation of 17.4, 



Put 

Therefore I I I I is actually a norm on W (E, a) , which is evidently algebraic. To 

see that it is a C*-norm, note f i r s t  that 

In the other direction, 



17.10 Let r:W(E,a) -+ B(H) be a representation -- then V 5, 

l l T ( N  5 l l ~ l l -  

P D F  For r = T whwe (b,U) is a projective representation of E on 14. u ' 

17.11 lU3M If a is symplectic, then as we have seen in 516, V <, 

I l r ( r ) l l  = 11511. 

17.12 LEMMA Let I I - I  1 '  be a c*-norm on W(E,o) with the property that for 

every representation T, 

P D F  Let r ' be a faithful representation of the 1 I 1 I ' campletion of 
W(E,a) (cf. 15.9) -- then 



\lTt(w = MI' (cf. 15.10). 

But 

IITt(r)ll 5 1 1 ~ 1 1  
=> 

114 I' I lcl I -  
To go the other way, let T be a faithful representation of the 1 I - I 1 completion 
of W(E,o) (cf. 15.9) -- then 

But 

The Weyl algebra per (E, 0) is the I I I I ccnnpletion W (E, o) of W (E, a) . 

17.13 l?EW?K By construction, every representation of W(E,o) extends 

continuously to a representation of W(E,o). Therefore every representation of 

W (E, a) determines and is det ermined by an elanent of Repb EI i.e., 

17.14 EXAMPLE Let ff be a separable complex Hilbert space. Fix A > 1 and 

define W as in 17.3 - then the double Fock representation (of parameter A) X 



is characterized by the requirment that 

In contrast to the Fock representation nF (cf . 16.20) , nF, is reducible. Indeed, 

V frg E HI 

= (W(Bg) 8 W(orCg) 8 (W(af) 8 W(13Cf) 1. 

On the other hand, nFIA is primary (cf. 20.14) but if 14 is infinite dimensional, 

then n is not geometrically equivalent to n and n 
F, F 

is not gecanetrically 
F, h1 

equivalent to n s h ) (cf. 21.9) . I  F,hZ (X1 2 

17.15 LmMA l(t, is a faithful representation of W (E, o) . 

P ~ F  For any representation n of W (E, a) , we have (cf . 17.8 

And this implies that -re is faithful (since one can always choose n faithful 

(cf. 15.9)). 

17.16 FaWiRK By construction, every state on W(E,a) extends continuously 

to a state on W (E, o) . Therefore every state on W (E, o) determines and is determined 

by a a positive definite function on E, i.e., 

S(W(E,o)) <--> F"D(E,o). 



[~ote: Give S (W (E, a) ) the weak* topology and equip PD (E, a) with the 

laplogy of pointwise convergence -- then the a r m  

is an af f ine hmecmnrphisn, its inverse being the arrow 

17.17 EXAMPLE Let ff be a separable complex Hilbert space. Fix X > 1 and 

let wX be the state on W(H,Im < , > ) determined by the Im < , > positive definite 

function 

& 

- I  l l f l l L  
f + e  4 (f E ff) (cf. 17.3). 

Since R €3 R is cyclic, IT is the GNS representation associated with uX (cf. 15.6). 
F, 

17.18 Ll3NA Let f E E (f t 0) -- then 

1 /(sf - Sol l = 2-  

[~ote: Mre generally, V u,v E C and V f t g in E, 

17.19 UWMA W (E, o) is not separable. 



17.20 L@I!~A W (E, a) is simple i f f  a is symplectic. 

These three lamas are the analogs in the pre-symplectic s i t u a t i o n  of 16.10, 

16.11, and 16.12, r e spec t ive ly .  

17.21 L e t  E' be a subspace of E and let a' be the r e s t r i c t i o n  of a 

to E -- then W (E o' ) is a unital *-subalgebra of W (E, a) . Mreover , 

so W (E ' , a ' ) is a unital C*-subalgebra of W (E, a) . F i n a l l y ,  

[To see the last p o i n t ,  let W' E W ( E 1 , ~ ' ) ,  f E E - E' -- then 

17.22 L e t  @:W(E,o) + W(E,o) be a *-autamrphism - then @ is an 



isometry and extends continuously to an autamrphism of W (E , a) (denoted still 

P m F  Fix a faithful representation IT of W (E, 0) (cf . 15.9) -- then 
V r; W(E,cr), 

But (ef. .l7.10) 

Therefore 

And likewise 

l l @ ( ~ ) I l  = I k l l *  

17.23 EXAMPLE L e t  T:E + T - be a character -- then the x-automorphism yT 



of W(E, a) satisfying the condition 

extends by continuity to an autamrphism of W (E, o) . 

17.24 EXAMPLE Let T be an additive autmrphism of E which leaves o 

invariant - then the *-autamorphism g ~ ,  of W(E,o) satisfying the condition 

extends by continuity to an autcanorphism of W(E,o) (cf. 16.21 and 16.23). 

Specialize now and take o = 0 -- then W(EIO) is a conmutative C*-algebra. 
In the weak* topology, P(W(E,O)) is a ccarrpact Hausdorff space and, via the Gelfand 

A 

transform W -t W, W(E,O) is isamrphic to c(P(W(E,O))). 

On general grounds (cf . 17.16) , 

a d  d e r  this identification, 
A 

E <--> P(W(E,O)). 

A 

[Note: E is a ccsnpact Hausdorff space and its topology is that of pintwise 

convergence, hence is the relative toplogy inherited fm W ( E , ~ ) . ]  
A 

Therefore W(E,O) is imrphic to C(E): 

A A 

The state space S (C (El ) can be identified with the set M (E) of Radon 
P 



A A 

probability masures on E (the pure states correspding to the 6 T ( ~  E 13)). 

-equen'cly, 

A A 

<--> S (C (E) ) <--> M (E) . 
P 

A 

So in this way each x E PP(E,O) determines an element p of M (E) and vice 
X P 

versa. Explicated : 

17.25 UDlMA Let 
be pre-symplectic structures on E. Let 

Then 

[This is because K(E) is closed under pointwise multiplication (cf . 14.5 
and subsequent discussion) . I 

Accordingly, PD(E,a) is closed under pointwise multiplication with the elmats 

of 'PD(E,O). 



8 STATES ON THE WEYL ALGEBRA 

Suppose that (Eta) is a pre-symplectic vector space, W(E,o) its Weyl 

algebra -- then the characteristic function of w is the unique o positive 
definite function % E PU(E,o) such that w = w (cf. 17.16). 

x, 

18.1 LEMMA v f,g E E, we have 

P m F  Let (~~,ff~,Q~) be GNS data per w, so V W E W(E,o), 

Then 

= < R ,T (6* - 6*)n (6 - 6  )R > w w f  g w f  g w  





Denote by T(E,a) the set of a l l  topologies T on E such that: 

1. V f E E ,  themap 

- 
E + E  

- g - + f + 9  

2. V f E E ,  themap 

is .r-continuous. 

[Note: The discrete topology meets these requirements, hence T (E, a) is not 

W ~ Y  I 

18.2 EXAMPLE The f in i te  topology on E is the final topology determined by 

the inclusions F +- E, where F is a f in i te  dkmnsional linear subspace of E endowed 

w i t h  its natural euclidean topology. In other mrds, the f in i te  topology on E 

is the largest topology for which each inclusion F + E is continuous. It is 

characterized by the property that i f  X is a topological space and i f  f:E -t X 

is a function, then f is continuous i f f  V F c E, the restriction f 1 F is continuous. 

Obviously, then, the f ini te  topology on E is an eleslaent of T(E,a). 



[Note: The finite topology is, in general, not a vector topology (scalar 

multiplication R x E -+ E is continuous; vector addition E x E + E is separately 

continuous but is jointly continuous iff dim E is 5 aleph-naught) . I  

18.3 LE-IMA If r E T(E,o) and if xu is r-continuous at the origin, then 
x, is r-continuous on all of E. 

[This is an hndiate consequence of 18.1.1 

Given T E T (E, cr) , let 

F, = {o E S (W (E, a) ) : is r-continuous} . 

[Note: If r is the discrete topology, then FT = S (W (E, o) ) . And 

A state w E S(W(E,o)) is said to be nonsingular provided is continuous 

in the finite topology. 

18.5 LE2@lA If v f E E I  the function t -+ ~ ( f f )  (t E R) is continuous, then 
w is nonsingular. 

PROOF Working with the 

V t E R ,  - 
GNS representation IT attached to a, V f,g E E and w 



since Qw is cyclic, it folluws that V f E EI ~ ~ ( 6 ~ )  is strongly continuous i n  

t, o r  still, V f E EI  UT ( t f )  is strongly continuous in t, which implies tha t  UT 
W W 

is strongly continuous on f i n i t e  dimensional subspaces of E (cf. 10.7). But 

~ ( f )  = < Rw,Ur (£)aW >. 
W 

Therefore is continuous in the  f i n i t e  topology. 

[Note: The converse is, of course, t r i v i a l .  Observe too that it suffices t o  

check the  continuity of t + & (tf) (t E 5) a t  t = 0 (cf . 18.1) .I 

18.6 EXAMPLE L e t  ff be a separable cmplex H i l b e r t  space - then the vacuum 

state + is nonsingular: 

18.7 LENMA The set FnS of a l l  nonsingular states on W(E,G)  is a f o l i m  

in S(W(E,a) ) . 

I f  w E S(W(E,a)) is nonsingular, then V f E EI the map 



is a one parameter unitary group (see the proof of 18.5) , hence admits a generator 

mu(£) : 

~ ~ ( 6 , )  = t @ w ( f ) ) .  

Unfortunately, however, it need not be true that nu E b u t t h i s  difficulty 

can be dealt w i t h  by impsing an additional condition on w: Call w C" i f  V f E El 

the function t +- ( t f )  is c". 

18.8 LEMMA If  w is coo, then V f E E, 

is in  the dcanain of 

for a l l  fl, ..., f E E. n 

[Note: In particular, is in  the dcanain of a l l  the Qw ( f)  .I 

I f  V f E E, the function t +- & (ff) (t E R) - is analytic, then 

vector for (f)  . To begin with, i n  view of 18.8, 

vector for @ ( f ) .  This said, there is an absolutely convergent 
w 

expansion 



W e  then claim that 

Indeed, 

- - 2 ( 2 . 1 1/2 k 
2 p)  I lmucf) Qwl l 4IzjT (k!) 



5 

Jan- 

Therefore 

The complement of F, in S(W(E,o)) c o n s t i t u t e s  the set of singular states. 

18.10 EXAMPLE L e t  % be the tracial state defined in 17.5 -- then 5 is 

singular. In f a c t ,  V nonzero f in EI 





[Note: Suppse that ~ ~ ( 6 ~ )  has OW as an eigenvector. say 

18.12 LEMMA LW is an additive subgroup of E on which 

O(LW x Lo) c 27r5 

PROOF We have 



Therefore f + g E L and 
W 

Reversing the roles of f and g then gives 

or still, 

or still, 

which implies that 

Finally, 



18.13 LDMA Take o symplectic and suppose that w is nonsingular - then 
Lw = {ol. 

PWXlF To get a contradiction, assume 3 f E La:£ f 0 - then 



is nonzero i f  t is nonzero, hence the res t r ic t ion  of ~ ( t g )  to 1 - 1,1[ is 

discontinuous: 

18.14 RENARK Take a symplectic -- then a state w E S(W(E,(J)) is said t o  

be polarized i f  Lu is maximal, i.e. . i f  

Every polarized state is necessarily singular (cf . 18.13) . I n  addition, i f  w is 

such a state, then w is pure but its GNS H i l b e r t  space ffuis nomeparable. 

[Note: L e t  w1,u2 be p l a r i z e d  states on W(E.O) -- then it can be shown 



that n are unitarily equivalent iff 
W1 W2 

- 
L Lu2 has finite index in Lw 

1 

and 3 f E E such that on Lu 
&i O(fI 0 )  I 

1 

We shall conclude this section with an example which nicely illustrates the 

potential ccsr~plexities that are hidden in the theory. 

Thus take 

0 = I m < ,  

and work with the associated Fock 

2 3 
W:L (R ) -t - 

> 

system (cf . 10.3) : 

Let 

a region of volume n, and set fn = x /A - then I lfnl I = 1. Put 
vn 

2 3 an element of BO (L (R ) ) of norm 1, and define - 



18.15 W P E L  The Laguerre polymnials Ln are given by 

2 3 
18.16 LEMMA V f E L (R ) ,  - 

where 

PIirXlF First 



Next 

Lastly 

n-k n-k 
- fn,-f >n-k-R- 

1 e(fn) W(f) (cf. 12.24), 
JZ 

and frm the RHS, only the R = 0 term can contribute, hence 

18.17 RAPPEL We have 

lbn L (x/n) = ~ ~ ( 2 & )  (x 2 0) , 
n - t w  

where Jo is the Bessel function: 



exists and equals 

3 
PKIOF' If f E Cc(R - ) and i f  spt  f is a proper subset of Vn, then 

So, for such an f ,  

Obviously, 



While this makes sense, it is not imnediately apparent that 

To resolve the issue, introduce 

being parameterized by 0 E [- n,r ] .  Put 

sz,,=ne1. 

Define a W e y l  systesn (cf. 16.3) 

Here Mf is multiplication by 



[Note: As was detailed in 817, the W e y l  system Us gives rise to a 

representation 

1 3  2 3 n :W(L ( R )  n~ (5 ), m < , > 1 +B(ffs) GS - 

which extends continuously to a representation 



is called the ground state of the infinite Bose gas. 

[Note: % is nonsingular. 1 

18.20 REMARK IT= is the GNS representation per %. 

[ I t  is a question of showing that QG is cyclic. For this purpose, let 

Then 

lim F (0) =z. 
t + O  tI - 

But 

1 3  2 3 n is cyclic for {w(£):£ E L (R - ) fl L (g )) .  

1 is cyclic for (e (a a s  9 + b sin 8) :a,b 



919. COjhPLEX STRUCTURES 

Let V be a vector space over R - -- then a complex structure J on V is an 

R - l i n e a r  - map J:V + V such that J~ = - I. 

[Note: If J is a cmplex structure, then so is - J.] 

Suppose given a complex structure J on V - then V can be turned into a 

vector space V" over C - by stipulating that 

O f  course, V and V- agree set theoretically. 

19.1 REMARK Let W be a vector space wer C_ -- then restriction of scalars 

gives r i se  to a vector space WR over 5. On the other hand, multiplication by &i - 
is a c q l e x  structure on WR and it is clear that W = Wi. - - 

Let V be a vector space wex R - - then the product V x V is a vector space 

aver R - and the map 

defined by 

is a ccanplex structure on V x V. The cumplex vector space (V x V) " is called 

the ccanplexification of V and is denote3 by VC. since (v,v' ) = (v, 0) + J (v' ,0) , - 
one writes v + &i v' in place of (v,vl) , thus 



(a + b) (v + a v')  = av - bv' + (av' + bv). 

19.2 EXAMPLE Let X be a Hilbert space over R. Suppose that J is a corrp?lex - 
structure on X which is isometric: 

Then < , > is an inner product on x", so X- is actually a ~ilbert space over C. 
J - 

[Note: Here is a special case. Form the direct sum X $ XI the inner product 

being 

Then the ccnrlplex structure J (x,y) = (- y,x) is isometric. Now apply the preceding 

construction - then the upshot is that XC is a complex H i l b e r t  space w i t h  inner - 
product 

Let (E, a) be a symplectic ve tor  space - then a Kiihler structure on (E,o) 

is a complex structure J:E -t E such that 



In the presence of a MiLer structure, E- is a complex pre-Hilbert space, the 

inner product being 

< f ~ g  >J = a(f,Jg) + fi o(f,g). 

19.3 IEWA Suppose that J is a Kihler structure on (Era) and T:E -+ E is 

symplectic -- then TJT-I is also a Wer structure on (Era). 

19.4 REMAliK In general, (Era) does not admit a K&ler structure. For 

- # example, l e t  V be an infinite dimensional vector space ww R and l e t  V be its 

# algebraic dual. Put E = V (3 V and define a:E x E -t R - by 

cr((vrA),(vt,X')) = Xt(v) - X(vt). 

Then (E, a) is a symplectic vector space but (E, a) does not admit a m e r  structure. 

19.5 EXAMPLE Suppose that E is a real Hilbert space and o:E x E -+ R - is 

continuous -- then the pair (E, a) admits a 6hlw structure. 

19.6 IXMA Suppose that J is a m e r  structure on (Era) and T:E -t E is 

symplectic. Assume: TJ = JT -- then V f ,g E E I  

[Note: The condition T J  = JT mnunts to saying that T is C-linear. - Write 

HJ for the completion of E- per < , >J - then T extends uniquely to a unitary 



19.7 m L E  Take T = J', where J' is another Kmer structure on (E,o) -- 
then J t J =  JJ' => UJ, = +  f l I  => J t  =kJ. But 

Therefore J' = J. 

[Note: - J i s  not a a e r  structure per a but - J is a K&ler structure per 

- 0.1 

19.8 REMARK The converse to  19.6 is also valid. Proof: V f r g  E E, 

< TJfITg >J = < J f r g  >J 

=> 

T J  = JT. 



Let t + Tt be a one parameter group of symplectic maps -- then a mer 

structure J on E is said to be a unitarization of {T~] if V t, JTt = TtJ, and 

t + Tt extends to a one parameter unitary group U:R - + U(HJ) such that ~ ( t )  

( z U  ) = e  a w, where the generator H is positive and 0 $Z o (H) . 
Tt P 

[Note: Let x,y E ffJ -- then 

lim < x,U(J-1; t)y > = < x,Py >, 
t + = J  

P the orthogonal projection onto the kernel of H. Since 0 $? u (H) , the conclusion 
P 

is that 

19.9 THEOREM (Weinless) Let t  + Tt be a one parameter group of symplectic 

maps. Suppose that J1,J2 are m e r  structures on E which are unitarizations of 

{T~I -- then J1 = Jg. 



PROOF Let A = J2~i1, thus -(A) = E, so A is a densely defined R-linear - 
. Call A+ the ad joint of A when ff , H are regarded 

J1 J2 

as real H i l b e r t  spaces: 

Then 

hence A+ is densely defined. Indeed, 



where 

Then 



Due t o  the assumptions on H1 and H2, Qxrf extends to a bounded holmrphic 

function i n  the uppcx half plane, so the Schwarz reflection principle implies 

that @x,£ extends t o  a b o d e d  holmrphic  function in the plane which, thanks 

to L i o w i l l e  is a constant Cxtf. But, i n  view of the asymptotics that are present, 

Then 

+ 
a x  E Dorn(~+) & A+(R X) = - A  x. 

+ Therefore A is C- l inea r .  - F m  th i s  it f o l l m  that A* is C-linear: - 



Since A+ is densely defined, A admits closure (relative to the underlying real 

Hilbert space structures) , and H = A*. Consequently. A is C-linear - , thus V f E E. 



Suppose that J is a mer structure on (E, a) . Put 

p(f,g) = a(f,Jg).  

Then the  pair (HJ ,Re  < , ) is the completion of E per p. 

[Note: V fig E E, 

19.10 LEFWA W e  have 

PAOOF In fac t ,  

Therefore o admits a continuous extension oJ t o  ffJ a s  a bi l inear  form: 

oJ:ffJ J" ffJ J'R. 



19.11 LEMMA oJ = lin < . >J. hence is symplectic. 

While it is not 

this does not impede 

necessarily t rue  

the formation of 

that  the H i l b e r t  space ffJ is separable. 

BO (HJ) a d  has l i t t le  impact on the overall 

theory. In particular: It makes sense t o  consider the Fock representation 

n : W ( f f J t ~ J )  +B(EO(ffJ)) (cf. 16.20). 
FrJ 

19.12 RFSYlARK Put 

U J = R e < ,  > 
J * 

Then the characteristic function xFtJ of %,J is given by 

Suppose now that J , J are mer structures on (E, 0) . To simplify, abbreviate 1 2  

and let 



19.13 I,EM4R N  IT^ ard n2 are unitarily equivalent, then pl and p2 are 

equivalent, i.e., 3 C > 0, D > 0: v f E E, 

P m F  Assume there is a unitary U:BO(H ) + BO(H ) such that u7rlU-l = n2, 
J1 J2 

yet jf C > 0: 

for all f E E. Chmse a sequence ifn} c E: 

I- vl(fn,fn) = 1 v n 
(see belaw) . 

Then 

in the strong operator topology (cf . 9.2) . On the other hand, 

But 



a contradiction. 

[ N o t e :  V C > 0, 3 fc E E: 

Take C = l/n and let 



Assume henceforth that p1,p2 are equivalent - then there is no loss of 

generality in supposing that ff = ffJ2 (as sets) , label it ffU. To mintain 
J1 

notational simplicity, denote the canonical extensions of JLIJ2 to ff by J J 
U 1' 2 

(rather than UJ ,U ) . A s  above (cf . 19.12) , write 
1 J2 

Then V x,y E ff,,: 

[Note: ff carries two real H i l b e r t  space structures, namely those corresponding 
IJ 

(here, of course, a = a ) . I 
J1 J2 

19.14 LEMM7-i Per pJ , the operator - (J1J2) is positive and selfadjoint. 
1 



v xry  E ti,,: 



19. EJ Suppose that T: HJ + H is an R-linear hcnnmrphisn which 
J1 

- 
1 

is selfadjoint per pJ -- then T E SP(H ) iff J~TJ;' = T-I (cf. 12.13 and 12.14) . 
1 J1 

P r n F  

Necessity: V x,y E tfJ 
1 



Sufficiency: V x,y E HJlf 

As an application, 



Proof: 

Le t  T = (- (J1J2) ) - then per p T is selfadjoint. 
1 

P W F  In fact, 



By its very definition, T:ff + ff is an R - l i n e a r  hmeamrphisn and we 
J1 J1 

- 

claim that T E SP(H ) which, however, is a not so obvious point. 
J1 

19.17 Li3P4A S u p s e  that  J is a m e r  structure on (E,o). L e t  S:HJ ' H~ 

be symplectic. Assume: S is positive and selfadjoint per pJ - then 3 a real 

Hilbert subspace ffo c ffJ and a p s i t i v e  selfadjoint operator A:H0 + ff0with a 

bounded inverse such that  

and 

-1 S ( x + J y )  = A x +  J A  y (x,yEHo).  

P W F  Taking into account that  the spectral theoran holds Over the reals, l e t  

S = range of the spectral projection E (1 0,1[ ) I- - 
So = range of the spectral projection E((1)) 

I S+ = range of the spectral projection E (1 1, [) . 
- 



Since S E SP(H ) ,  one can use 19.15 ( w i t h  Jl replaced by J) to see that J maps 
J 

S+ onto S-, S - onto S+, and leaves Sg invariant (hence So is a complex linear 

subspace of HJ). Fix a real filbert subspace S;) c So such that So = Sb O JS;) 

and set Ho = S+ B S;) --then 

and 

Keeping in mind that SJ = JS-~,  these f a c t s  then lead t o  the existence of A w i t h  

t he  s tated properties. 

19.18 LEMM?l Suppose that J is a m e r  structure on (E,o).  Le t  S:HJ + HJ 

be symplectic. Assrme: S is p s i t i v e  and selfadjoint  per llJ - then 

P m F  In  the notation of 19.17, 

Therefore 



S- E SP (HJ) (cf.  19.15) . 

Can ing  back to T = (- (J, J ))'I2, i n  the above take J = J1 an 
r 2 

to conclude that T E SP(H ) , from which the autcmrphism 
J1 

%:I(HJl,oJ,) + W ( H  ,o ) (c f .  16.21). 
Jl J, 

Proceeding, 

= exp( - t ~  (Tx,Tx)) ( c f .  19.16).  

Therefore a2 is unitarily q u i v a l e n t  to  rl 0 I+. On the other hand, al is 

unitarily equivalent to  IT^ 0 q ~ ,  i f f  T E SP (H 1 (cf .  16.24). And T E SP ( H  ) 
J1 J1 



i f f  

is Hilbert-Schmidt on H per (cf. 12.15). 
1-I 1 

19.19 LEMMA - (J1J2) - I is Hilbert-Schmidt i f f  J2 - Jl is Hilbert-Schmidt. 

PKDF Write 

Then 

J2 - J1 Hilbert-Schmidt. 

A s  for the converse, it suffices to note that J1 is orthogonal: 

If J2 - J1 is Hilbert-Schidt, then 

is trace class. 



-t H is positive and selfadjoint with a bounded 19.20 LEMMA If A:HP 

inverse, then 

is trace class iff 

A + - 21 

A - I  

is Hilbert-Schmidt. 

P W F  

A + A'-' - 21 trace class 

A(A + A-I - 21) trace class 

n2 - 224 + I = (A - 1)' trace class. 

But A - I is selfadjoint, hence A - I is Hilbert-Schmidt. Conversely, 

A - I  HiLbert-Schmidt 

=> 

(A - I) trace class 

=> 

-1 2 A (A - 2A + I) trace class 

=> 

A + A-I - 21 trace class. 

We thus have the following chain of equivalences: 



- (J1J2) - (J2J1) - 21 trace class. 

19.21 THEOREM (Van Daele-Verbewe) S u m e  that J1. J2 " m e r  structures 

on ( E t d .  Assme: v1,v2 are equivalent -- then IT IT are unitarily equivalent 1' 2 

iff J, - Jl is Hilbert-ScWt or still, iff - (J1J2) - (J2J1) - 21 is trace class. 

[Tkis is simply a sumn;wy of the foregoing considerations.] 



520. QUASIFREE STATES 

L e t  (E,o) be a symplectic vector space and suppose that p:E x E -+ R is an - 
inner product. Define K :E x E -+ C by 

5.1 - 

20.1 LFMMA K is a kernel on E i f f  V f ,g  E E, 
1-1 

L 
lo(f,g) 1 vCf,f)~(g,g) .  

PRCXlF Take E f in i t e  dimensional am3 consider the operator A :E + E defined 
1-1 

by the relation 

o(f ,g) = li (f , A , p  (f rg E E) . 
In a suitable basis, the matrix of A?, has block diagonal form 

where 

(2n = dim E ) ,  

(i = l , . . . ,n). 

Then K is a kernel on E i f f  V i, 
li 



is a positive definite 2-by-2 matrix, which is also the condition that V f,g E E, 

mite p (E, a) for the set of real valued inner products IJ on E which duninate 

a in the sense that 

2 
la(f,g) I I v(f,f)v(g,g) (f &T E E) 

20.2 EXAMPLE Suppose that J is a mer structure on (E ,a) . Put 
y(f,g) = a(f,Jg). 

Then p E IP(E,o) (cf. 19.10). 

20.3 EXAMPLE Let ff be a ccanplex Hilbert space. Suppose that A is a bounded 

selfadjoint opesator on ff such that A 2 I, i.e., V f E ff, 

20.4 FENARK It can happen that IP(E,o) is empty. Thus let V be an infinite 



# dimensional vector space over R and l e t V  be the algebraic dual of V. Put - 
# E = V f B V  and define 0:E x E + R b y  - 

Then (E, a) is a symplectic vector space but there is no norm on E w .r . t . which 

a is continuous. In fact ,  continuity of a implies continuity of the map 

that  sends 

# Therefore way elanent of the algebraic dualV is a continuous linear functional 

on the n o d  linear space V. But this is possible only i f  V is f i n i t e  dimensional. 

[Note: It follaws that (El a] does not admit a -e.r structure (cf . 19.4) . ] 

20.5 UW4A Let  ~1 E IP(E,o) -- then the function 

PRCX3F W e  have 



ButI  according 

implies that 

1 - K 
to 20.1, K is a kernel on EI  hence so is e2 ' (cf. 14.6).  which 

1-1 

Recall lwrw that 

This said, a state w E S(W(EIo)) is said to be quasifree i f  3 1-1 E I P ( E , ~ )  :w = wU. 

then 3 E IP(E,o)  and w 
1-1° 

[Observe that 



20.7 U3Wi A quasifree state is nonsingular. 

[This is olsvious (cf . 18.5) . I 

In fact, a quasifree state is necessarily COO, so 18.8 is applicable. 

20.8 iimm Suppose that w is quasifree, say w = w (p E IP (E, o) ) -- then 
1-I 

n odd: 

< Q- m (fl) --• m (f )a > = 0; 
W' w w n w  

n even: 

where the sun is over all partitions {P1,. ..,PIJ2} of {I,.. . + I  such that 

Pk = I\, jk} with \ < jk (k = l,.. . ,n/2). 

[We have 

= (- 
an 

at,. ..atn (%,f , - =  " n n 1, 



the derivative being taken at tl = 0, ..., t = 0. But n 

Inspection of the coefficient of tl---tn in the puwer series expansion of the 

second factor then leads to the desired conclusion.] 

20.9 REMaRK If n is even, then 

Therefore the 2-point functions 

cxmpletely determine the n-point functions 

Given l_r € IP(E,~), let H be the completion of E per p and denote by a the 
5.1 Il 



l . l ~ n t i n u o u s  extension of o to ff -- then cr is antisymnetric and there exists 
?J 1-I 

a unique bounded linear operator A :ff -t ff such that 
V ? J  ?J 

0 (xry) = 1-1 (xfAvy) (XIY E H,,) 
?J 

20.10 I X W A  W e  have 

[Note: In general, A E # E.] 
11 

20.11 EXAMPLE Suppose that J is a Kiihler structure on (Eta) - then in 
this context , oP = a, and v x,y E ffU, 

= u,(x.- Jy). 

Therefore A = - J. 
1-I 

[Note: V i m  HJ as  a real  linear space via restriction of scalars -- then 

20.12 UWIA is nondegenerate i f f  A is injective. 
1-I ?J 

[Note: Suppose that o is nondegenerate - then the range of A is dense 
1-I ?J 

-1 (1-1(x,A y) = 0 v y => oV(x,y) = 0 v y => x = 0) , hence A is densely defined (but 
1-1 1-I 

possibly unbounded) . I 



Therefore the pair (ff ,cr ) is a symplectic vector space iff A is injective. 
1-1 v 1-I 

20.13 Let 1.1 E IP(E,o) - then it can be sham that w is primary 
1-I 

iff a is synplectic. 
lJ 

20.14 EXAMPLE Let ff be a separable complex H i l b e r t  space. Fix X > 1 and 

let l~(f,g) = Re < f,g > -- then Xu E IP(H,~ < , >). In addition, 

thus A is injective ard so w Z wX is primary (cf. 20.13). Since r is the 
Xl.t AlJ F, A 

GNS representation associated with wA (cf. 17.17), it follows that rr is primary F, 

(cf. 17.14). 

Bearing in mind that ff is a Hilbert space over R (not s) , assume that a 
1-I - 1-I 

is symplectic and let 

= J I A ~  
AIJ U lJ 

be the polar decomposition of A (thus in this situation, J is orthogonal). 
1-1 lJ 



+ Since A = - A A is mrmal, hence J and I A  I c m t e .  And: 
1-1 up  1-1 U U 

+ 
But J 1 A I J is mnnegative, so the uniqyeness of 

1 - I P 1 - I  
2 J =-I. 
U 

the polar decaqmsition gives 

20.15 REMARK (ff , o ) is a symplectic vector space and k J are complex 
V 1 - I  1-I 

structures on ff If ( A ~  1 = I , then 
1-1- 

and 

= ~(x,x) > 0 (X E Hprx t 0). 

Therefore - J is a mer structure on (H , o ) . 
1-I 1-I 1-I 



[Note: In general, 2 J E P E, thus 2 J do not necessarily induce canplex 
1-I 1-I 

structures on E. I 

Maintaining the ass~unption that 0 is sy~plectic, place on ff the structure 
1-1 IJ 

of a complex H i l b e r t  space via - J (cf . 19.2) : 
1-I 

20.16 LI3WA A,, is cc~np1e.x linear, i.e., 
t-' 

A,, (- JJ = (- J ) A  
?J v-  

P m F  For 

On the other hand, 



* + 
20.17 IBMA The camplex adjoint A equals the real adjoint A 

?J ?J- 

= v  (x, APy) + ?J (x, J ~ A ~ ~ )  

Consequently, the symbol I A  1-I I is unambiguous. 

1/2 20.18 LEWA I A  I s I a n d J  cmteswi th  ( 1 2  1 ~ ~ 1 )  . 
?J ?J 

PROOF The first point is clear (cf . 20.10) . As for the second, J comtes 
?J 

w i t h  I A I , hence J conmutes with I 2 \Ap / . But then J carmutes w i t h  
1-I 1-I 1-1 

(1 5 A 2  (cf. 1.34). 

20.19 THM)W (Kay-Wald) There exists a campLex Hilbert space K and a real v  

linear map k :E -t K such that 
1-1 1.I 

(1) k i s  one-to-one and k E + k E i s  dense in K v  ?J ?J ?J1 



PIID3F ~ i x  an antiunitary operator U:H -+ H and define k :E + H fB Hp by 
?J ?J 1-1 U 

Then t/ f , g  E EI we have 





Therefore 

or still, 

or still, 

k thus constructed is c e r t a i n l y  one-to-one (k f = 0 => ~ ( f  ,f) = 0 => f = 0) , 
U 1-I 

so to ccanplete the proof, one has  o n l y  to  take 

20.20 LlDWA L e t  K1,K2 be ccmplex ~ilbert splces. L e t  Dl c K1, D2 c K2 

be real l i n e a r  subspaces such that 

L e t  T:D1 -+ D2 be a bijective real linear isometry: V x,y E Dl, 

Then T can be extended to an isanetric i m r p h i s m  K1 + K2. 

[Note: This extension is camplex l i n e a r  and unique.] 



Suppose that 

are data per 20.19. Define T:klE -+ k2E by the diagram 

Consequently, in vim of 20.20, 3 a unique isometric isamrphisn K 1 ' K2 extending T. 

In other words: The pair (k K ) is unigue up to unitary equivalence. 
1-1' FI 

20.21 REMARK The Kay-Wald theorem is valid for any 1.1 E IP(E,a), i.e., it 



is not necessary to assume 

proof have to be dified. 

1. If dim Ker(A ) is 
1-1 

2. If dim Ker (A ) is 
1-I 

that a is symplectic but the preliminaries to the 
lJ 

To this end, suppose that Ker(A ) # (0). 
1-I 

finite and odd, let Ht = ff @ R and At = A @ 0. 
1-1 1 - 1 -  1-1 1-I 

finite and even or imfinite, let Ht = ffP and A; = A 
1-I 1-1' 

Then dim Ker (A') is either even or infinite and 
1-1 

H; 
= -(At ) @ Ker (A;) . 

1-I 

Let A' = Ut [A' ( 
1-I 1 - 1 1 - 1  

to itself, thus 

be the polar decomposition of A' thought of as a m p  £ram -(A') 
1-I 1-1 

is orthogonal and (ut12 = - I. It Jt = U' B J, where 
1-1 1-I 1-I 

J:Ker(At) -t Ker(At) 
1-I 1-1 

2 
is ortbgonal and J = - I - then (J;) = - I. ?he rest of the analysis now 

goes through without change. 

Fix 1-1 E IP (E, a) and define k : E += K as above (taking into accoun 
1-1 1-I 

Let  

rrF:W(K ,Im < , > 1 +- B(BO(Kp) 
1-1 

be the Fock representation. Given f E E, put 

Then v f,g E E, 



- - e u p ( - ~ I m  J--jy < k £ , k g  > )W(k f + k g) 
1-1 1-I ?J 1-I 

- 6i - -(- - o(f .g) ITFf11 2 . 

SO k 1 - I  
gives rise to a representation of U(E, 0 )  on BO ( K T , )  . But the fact  that  

k E + fl k E is dense in K implies 
l-' 1-I 1-I 

< Q,W(kUf)Q > 

= =I?(- 

tJ 

that  Cl is cyclic. And V f E E, 

Therefore % = IT the GNS representation associated w i t h  w 
W ' 

r F I  11 
1-I - 

[ ~o te :  L e t  w = w -- then (cf. 20.8) 
1-I 

M m  take, a s  is permissible, = R and 



D i r e c t  c anpu ta t ion  then g i v e s  

thereby providing a check o n  the work.] 

20.22  IT^ is i r r e d u c i b l e  i ff  k E is dense  i n  K 
1 FI Ft 1-1' 

L e t  1.1 E IP(E,a)  -- then y is said to be - pure i f  v f E E, 

l J ( f f £ )  = sup 
g E E - (0) P (s~s) 

20.23 EXAMPLE Consider ( ff , Im < , > ) , where ff is a complex ~ i l b e r t  space. 

L R ~  ~ ~ ( f , g )  = < f ,g > -- then FI is pure. In  f a c t ,  V f ;t 0, 



20.24 LEWIA p is pure iff k E is dense in K . 
1-1 1-1 

[Use the relation 

Therefore 1-1 is pure iff w is pure, which justifies the terminology. 
1-1 

Given 1-1 E IP (E, o) , let 

A  = U I A (  
F! 1 - 1 v  

be the polar decomposition of A (U = J if a is symplectic). 1-1u 1-1 1-1 

20.25 RFMAlZK Let p E IP(EIo) -- then 1-1 is pure iff [A ( = I. 
1-1 

[In fact, 

Thus A is injective, so o is symplectic (cf. 20.12). That the condition is 
1-1 1-1 

sufficient can then be seen by taking g = J f: 
1-1 



= 1-1(f,f). 

Conversely, if I A  ( # I, then ~ ( I A ~ I )  c [O,l] but ~ ( ( A ~ I )  f {l}. This being 
1-1 

the case, fix ro E o(lA l):rO < 1 and choose r:ro < r < 1. Fix a nonzero 
1-1 

x E E([O,r]) (H) ard choose a sequence Ifn # 0) c E:fn 4 x in H -- then V g z 0 
1-1 

in El 



Then 

Fix 6 > 0: 

Then 



And this implies that 1-1 is not pure. 

20.26 LEMMA % E I P ( E I d  

PROOF W e  have 



[Note: Since a is symplectic, 

,Qf,f) = 0 => o( f , g )  = 0 v g 

=> f = 0.1 

PROOF Fix f t 0 in E and write f = 1 1  + 5. where 

Let 

and I-l ( f f I  P) = 0. In addition. 



[Note: lip is called the purification of p.] 

Suppse that 1-1 E IP(E.0) is pure - then I A ~  1 = I (cf. 20.25) ard on Hut 

< xfy >+ 
1-I 

= p(x,y) + P i  cTp (x'Y) . 
Furthermore, the construction in 20.19 simplifies considerably. Irdeed, one can 

k :E -t H being the inclusion. w e  KP = Hut 
1-I 



20.28 If pl," are pure and i f  rrF are u n i t a r i l y  equivalent, 
rh1'~tv2 

then ul, p2 are necessar i ly  equivalent  (cf . 19.13) . Proceeding £ran here, one can 

exterad 19.21 to the present se t t ing .  Precise ly  put: SupFose that p1,p2 are pure 

and equivalent  -- then rrF ,rrFtp2 are u n i t a r i l y  equivalent  i f f  J - J is 
Fll 12 % 

Hilbert-Schmidt ar still, i f f  - (J J ) - (J J ) - 21 is trace class. 
'5 p2 1-12 'h 



521. 2 U E S T T O N S  OF E 2 U l  VALENCE 

Let (E, a) be a symplectic vector space. Suppose that p E IP (E , 0) - then 
the cmplexification ff ( = ffP + ff ) is a aanplex H i m  s p c e  with inner 

UP Fi 

product + (cf . 19.2) : - 

N.B. There is a canonical arrow of atension 

viz. take A E B(ff ) and extend by copnplex l ineari ty:  
1-I 

In addition, 



~ a w  extend o to ff by taking it conjugate linear i n  the f i r s t  variable, 
lJ PC - 

linear i n  the second variable. Calling this extension o , we have 
'-% - 

21.1 REMARK Assume that y is pure ( = > A  = J (cf. 20.25)) and write 
1J; 1-I 

where 

+ 
Let P- be the associated orthogonal projections. Define a real  linear map 

k :E + ff- by setting 
U 1.I 

k = JZ P-IE. 
1-I 



Since k is one-to-one and k E is dense i n  ff- t h i s  setup is another model for 
1-I 1-1 1-1' 

20.19. 

[Note: Working instead w i t h  fi P'IE leads to 

21.2 LEMMA 3 a bounded linear operator S on ff such that v z ,  z' E ff , 
1-I 1-I- "0 



Pbreoever, S is nonnegative and selfadjoint. 
lJ 

Explicated: V z ,z '  E ff , 
5% - 

[Note: Write z = x + y and let x + y  <-> 

- - 
X 

- Y -  
-- then 



= 2s (x + J=i y). 
1-I 

Therefore 

21.3 LElclMA Let 1-1 E IP(EIo) -- then 1.1 is pure iff S is an orthogonal 
1.1 

projection. 

PIIIX)F If p is pure, then A = J (cf. 20.25), hence 
1-I 1.1 

1 =.g(I + 2 &i ( J )  - (J )*)  
1-I c 1.1 c 

Conversely, 

- -> 

1 2 1 - ( I + 2 f i ( A )  4 - ( A )  ) = + + f i ( A )  ) 
1-I c 1-I c 1-I E: 



1.e.: u i s p u r e  (cf. 20.25). 

[Note: S equals P-, the orthogonal projection onto the eigenspace ff- 
P 1-1 

(cf. 21.1) .I 

L e t  1-1 E IP(E,o) -- then v f E E, 



or still, 

21.4 LEMPR L e t  pl, 9 2 E (E, o) . Suppose that the GNS representations 

 IT^, r2 per w , w are geametrically equivalent -- then vl , p2 are equivalent. 
1-11 1-12 

PROOF Realize nlr  IT^ a s  nF I~ -- then 
IIJl FIlJ2 

which, on general grounds, is equivalent to the existence of an i m r p h i s n  

such that  V W E U(E,O) ,  

H e r e  the double p r k  denotes the bicozlc~~ltant. Nuw w r i t e  

The l a s t  expression is continuous in the topology defined by v l r  thus p2 is 



vl-continuous. Analogously, ul is )r2-continuous. Therefore 1-11,1-12 are equivalent. 

Let 1-1111-12 E IP (E, a) . Assume: pl, p2 are equivalent - then there is no loss 

of generality in supposing that ff = H (as sets), label it H,,, thus 
1-11 1-12 

21.5 LEMMA 3 a bounded linear operator T on 14 such that V z, z E ff , 
1-12 k - 1-1c - 

Moreover, T is nonnegative and selfadjoint. 
1-12 

21.6 EXAMPLE Take o symplectic and write 
lJ 

-1 -1 
Then A ,A are densely defined and the product A A-I extends to a bounded 

1-11 1-12 1-11 1-12 



linear operator on H . In fact, v x E 14 & V y E D ~ ( A - ' ) .  
i-I 1-1 "2 

[Note: Write z = x + fl y and let x + ,Li y <-> 

- - 
X 

Y - - 
-- then 



Therefore 

Keeping to the suppsition that plru2 are equivalent, put 

21.7 THEOREM (Araki-Yamagami) Let 5 , p2 E IP (E, o) . Assume: pl, p2 axe 

equivalent - then nl , c2 are geomtrically equivalent iff 5 - $ is 



Hilbert-Schmidt . 
[Note: Recall that 'rrl,r2 are the GNS representations per w ,w .I 

p1 1-12 

The proof of this result is lengthy and involved, so I ' m  going to cmit it. 

Hawever, even upon specializing t o  the case when p l r P 2  are pure, it is by no means 

obvious that one recovers the criterion set  dawn in 20.28. This and other issues 

w i l l  be considered belw. 

21.8 LEbWi Let ff be a K i l b e r t  space. Suppose that A,B E 8(ff) are nonnegative 

and selfadjoint - then 

PROOF Note that 

= 2 (A-B) . 

21.9 EXAMPLE Letf f  be a separable camplex H i l b e r t  space. Take ff infinite 

dhmsional an3 consider the setup in 20.14 -- then we claim that TT is not 
FIX1 

geawtrically equivalent to 'rr i f  hl t X2.  For i f  the oppsi te  held, then 
FIX2 

21.7 would imply that - % is Hilbert-Schmidt, hence by 21.8, that 2 (S1 - T2) 



is Hilbert-Schmidt, hence by "' " '"-' "'" - . -  

while 

Therefore 

which is certainly not Hilbert-Schmidt if A, 
I L 

[Note: The same reasoning shows that w ( A  > 1) is not geanetrically 
F, A 

equivalent to $. I 

21.10 LEMMA Let ti be a Hilbert space. Suppose that A,B E 8(H) are nonnegative 



and selfadjoint - then 

A - B € G l ( f f )  => fi- &€k2(ff) .  

PROF Let 

- 
s = & - 4 %  

- T = J i l + & .  

Then S is cclmpact and selfadjoint, hence its spectrum is pure pint. Fix an 

1 orthonornml basis lei} for H:Sei = hiei. Observing that T 2 2 S and - (ST + TS) = 
2 

A - B, we have 

I / A  - B I  l l  = tr(l~ - B I )  

I 
2 Iz < ei, (ST + TS)ei > I  



EXAMPLE Take 0 symplectic (cf. 21.6) and put 
1.1 

Then 

Consequently (cf. 21.10), - $ is Hilbert-Schmidt provided I - A~A: is trace 

class, thus under this condition, rrl,r2 are geometrically equivalent (cf. 21.7). 

Assume n m  that 1-1~,p~ are pure and equivalent -- then rr 11 are unitarily 1' 2 

equiMlent iff J2 - J1 is Hilbert-Schmidt (cf . 20.28) . On the other hard, accordhg 
M 21.7, v1, rr2 are unitarily equivalent iff d y  - % is Hilbert-Sckrmidt . The 
problem then is: Why are these conditions the same? 

[Note: Since .rr ,rr are irreducible, "unitary equivalence" coincides with 1 2  

"geometric equivalence". ] 

I - is Hilbert-Schmidt, then 2 (S1 - T2) is Hilbert-Sdnridt (cf . 21.8) . 
I C; 

But 



Theref ore 

is filbert-Schmidt, so the same is true of 

Thus the criterion of Araki-Yamagami is sufficient. It rgMins to see why it is 

necessary. In other words, the claim is that 

J2 - J, Hilbert-Schmidt => 5 - $ Hilhert-Schmidt. 

And for this, a series of lemms will be required. 

Using the notation of 21.1, write 

with attadant ortbgonal projections 

To simplify, put 



21.12 LENMA W e  have 

PR(XIF In fact, 

f r a n  which the result. 

The assumption is that J2 - J1 is Hilbert-Schnidt. But  

J2 - J, = J1(- (J J ) - I). 1 2  

Therefore - (JIJZ) - I is ~ilbert-SchicIt.  S i n c e  c ~ n p l e x i f i c a t i o n  does not alter 

the H i l b e r t - S M t  s t a t u s  of an operator, it follows that P~P; is Hilbert-Schmidt. 

21.13 IXMMA P~P: H i l b e r t - S M t  => Pi 1 14: Hilbert-Schmidt . 

Def ine  



21.14 LExMA We have 

+ 
PRDOF Let z , z l  E Hl -- then 



Analogously, 

+ Finally, i f  z E ffl,zl E H i ,  then 



21.15 L;EMMA We have 

21.16 REMARK The matrix 

is invertible, its inverse being 

[Note: Observe that 



21.17 LmNA A (respec. D) is injective and A-l (respec. D-~) extends to 

+ + 
a bounded linear operator H2 + H1 (respec. ff; + ff;) . 

PROOF It suffices to deal w i t h  A. On the basis of the foregoing, it is 

+ + clear thatA*A r I on ffl and A M  r I on ff2, thus A and A* are injective. But 

.L 
(0) = -(A*) = Ran(A) , so the range of A is dense. If Az E Ran (A) , then 

Therefore A-I is bounded. hence can be extended to all of ff:. 

From the definitions, 

Accordingly. 





Therefore 

Put 

Then (cf. 21-15), 

- 0  0 - 1/2 - 
B*B B*D 

- 1/2 

q -q=  - 

- 0 1 - - D*B D*D - . 

Z = BB* + DD*. 

DD* = I + BB* 

Consequently, Z 2 I is a positive selfadjoint operator on H;, hence has a bounded 

inverse . 

21.18 LEWA W e  have 



L e t  

Then 

Restated, the claim is that 

or still, that 

J2 - Jl ~ilbert-Schmidt => X*X trace class. 

2.19 Let Hi,Ki (i = 1,2) be Hilbert spaces. S u p s e  that  



is a bounded linear operator - then A is trace class iff Q is trace class 

(k,R = 1 , 2 ) .  

In  view of this, we need only check that each of the entries of 

is trace class. 

By definition, B 

the operatar 

= P;IH:, so B is Hilbert-Schnidt (cf. 21.13), thus B*B is 

trace class (as is BB*) . 
Next 

Z  - I = 2BB*, 

hence Z  - I is trace class. On the other hand, 

z - I =  ( I - z  - 1/2) (Z + Z1'*). 

But  Z  + z1l2 is a bounded linear operator on H; with a bounded inverse. Therefore 

I - Z- 'I2 is trace class. ~onsequently, 



are trace class. 

This leaves 

Note first that 

= D(I + D*(I - 2z- D) D*. 

Since D and D* are invertible (cf. 21-17), it will be enough to shuw that 

m* + a)* (I - 22- 1/2)~~* 

is trace class. Write 

Then 

I + z =- 
4 (I - z - V2) (2 - z1I2 + Z) 

- 
is trace class (I - Z being trace class) . 



To recapitulate: 

J2 - J1 Hilbert-Scbnidt => X*X trace class, 

as claim&. 

The condition that 

be Hilbert-Schmidt is taken per plIc. Of course, one could consider its analog - 

where S2 and T1 are defined i n  the obvious way. 

This raises mther question: Is it true that  the conditions 

- Js; - 3 Hilbert-Schmidt 

are equivalent? Because of the square roots, the issue is mre subtle than might 

f i r s t  appear. 

[Note: The preceding discussion renders mtters t r iv i a l  i f  tath p1 and p2 

are pure.] 

Fix an invertible bounded linear operator R:ff -t U such that  v z,z' E ff , 
k - PC - PC - 

[Note: R is p s i t i v e  and selfadjoint per " , s ~ r  p2,C (see the Appendix  to - 



From the definitions: 



Theref ore 

the square mots taken per p2 ,C. - 

21.20 LEMMA - $ is H i l b e r t - S c h m i d t  per p iff (R S1) 2 1/2 1,s - (R T2) 

is Hilbert-Schmidt per " I C .  - 

It w i l l  be simplest to formal ize  the s i t u a t i o n .  

21.21 IDlMA L e t  ff be a H i l b e r t  space - then V AIB E B(f f ) ,  

I I I4 - I B I  1 12 5 al I A  - B I  I,. 

L e t  ff be a H i l b e r t  space equipped with inner produc t s  < , > , < , >I. Fix 

an invertible bounded linear operator T:ff +- H such  that v x,y E ff ,  

[Note: T is positive and selfad joint per < , > or < , > I (see the Appendix 

lm 51)  .I 

Suppose that A E B(H) is nonnegative and selfadjoint - then v x E f f ,  

< x,TATX > = < Tx,ATX > 2 0. 

Therefore TAT E B(H) is mnnegative per < , >, hence (TAT) 'I2 exists. Next, 

V X E f f ,  

2 < x,T AX >' = < Tx,TAx >' 



= < x,AX > 2 0. 

2 
Therefore  T A E B (H) is nonnegative per c , > , hence ( T ~ A )  'I2 exists. 

21.22 LENMA W e  have 

( T ~ A )  = T ( ~ m )  I/%-1 

PROOF F i r s t ,  if x E f f ,  then 

< x I T  (TAT) l/+-lx > t 

2 0, 

thus T (TAT) 1/2~-1 is nonnegat ive per < , > . ~ n d  

T (TAT) 1/2~-]T (TAT) 
"2T-1 

= T (TAT) 'I2 (TAT) l/%-1 

21.23 LEMMA L e t  ff be a ~ i lber t  space. Suppose that A,B E B(ff) are 



mnnegative and selfadjoint. Put 

Then 

Zl1l2 - B1I2 is Hilbert-Schmidt per < , > 

iff 

PROOF Assume that A li2 - BU2 is Hilbert-Schmidt per < , >. Since < , > ' 

and < , > are equivalent, 

(A' 'I2 - (B' ) is Hilbert-Schmidt per < , > 

iff 

A ) l 2  - (8') is Hilbert-Schnidt per < , >, 

thus one can work exclusively with < , > during the course of the follming 

estimate : 



r J Z I  

[Note: Work with T-l to run the argument in the other direction.] 

Specializing the data then gives 21.20. 



L e t  y be a probability measure on Bor(R) - - then y is said to be gaussian 

i f  it is either the Dirac measure fia a t  the point a or has density 

w.r . t .  Lebesgue measure. 

One calls a the mean - and oL the variance of y (take o = 0 i f  y is Birac) . 
Obviously, 

2 
a = jR tdy(t),  2 = lR ( t a )  dy( t ) .  - - 

[Note: A mean zero  gaussian measure on R - is centered. I 

22.1 RAPPEL L e t  be a f in i t e  Bore1 measure on Rn - - then the Fourier 

transform 2 of u is the function defined by the rule 

') QJ ( y )  

[Note: A s  regards the sign, in  probability theory, G is called the 

"characteristic function" of v and by firm convention the plus sign is always 

chosen. ] 

L 
22.2 EXAMPLE Suppose that  y <-> (a, o ) - then 



A A n 22.3 IEbMA If p1 = 1.i2t then p1 = p2, i.e., finite Bore1 measures on R 

are uniquely determined by their Fourier transforms. 

Let y be a probability measure on Bor(Rn) - - then y is said to be gaussian 
if for every linear functional X on Rn, - the induced measure y 0 A-I on R - is 
gaussian . 

22.4 THEOREM Let y be a probability measure on Bor (R") - -- then y is gaussian 

iff its Fourier transform has the fom 

where a E - and K is nonnegative and symnetric. 

PROOF Assume that has the stated form. Given a linear functional A:Rn - + Rt - 

But 



the Fourier transform of a gaussian measure on R - (cf. 22.2), hence by 
iqueness (cf . 22.3) , yX is gaussian. Therefore y is gaussian. Conversely, 

suppse that V A, yX is gaussian . Denote their and variances by a ( A) and 

o(x)~, thus 

and 

The function A -t a(h) is linear, so 3 a E R":~(x) = < a,X >, and the function 

h + 0 ( A )  is a nonnegative quadratic form, so 3 K: o (A) = < X ,KA >, where K is 

nonnegative and symnetric . Accordingly, 

which is of the required form. 

We have 

and 



One calls a the mean and K the - 

u,x-a > < v,x-a > dy(x) . 

covariance of y. 

[Note: A man zero gaussian measure on R~ - is centered.] 

22.5 REMARK If K = 0, then y is the Dirac measure 6a at the pint a. If 

K # 0, then the support of y is the k-dimensional affine space 

So, v B E Bor(Rn), - 

where 

Here det K is the determinant of K regarded as an operator on KRn - and K - ~  is the 

inverse of K on this subspace. 

22.6 Suppose that y is a centered gaussian measure on R ~ .  - Let 

(0  E R). - 

Then the image of y x y under To is y. 



= I , I , exp(fl < x.u s in  0 + v cos 6 >)dytu)dy&) 
R R 

= I, e x p ( n  < x s i n  0,u >)dy(u) x I exp(- < x w s  9.v >)dub)  
R R, 

= T(x s in  8)q(x cos 0) 

=> (cf . 22.3) 

By definition. the standard gaussian masure y, on 5" has density 

w.r.t. Lebesgue measure (cf. 6 .12) .  Put 



Then the $ 2 n are an orthonormal basis for L (I! .yn). 
1I " Ik n 

Let Wk denote the closed linear subspace of L' ( ~ ~ , y ~ )  - genemted by the 

with kl + * * -  + kn = k an3 let Ik denote the orthogonal projection 
n 

2 n of L (R - ,yn) onto Wk - then 

2 n 
and V f E L  (5 

22.7 EXAMPLE Take n = 1 and let f E S(R) - -- then 

But for k 2 1, 



Therefore 

22.8 The real  topological vector space underlying C" - is R'~. - 
Take K = L ~ ( $ , ~ , )  and given z = a + b (a,b E d) - , define a unitary operator 

W(arb) by 

w(a,b)$lx 

= e x p ( g  (< x,b > - < a,b >/2)) [exp(< x,a > - a2/2) J ~ / ~ $ ( x  - a ) .  

Then W is a Weyl systan over which is unitarily equivalent to the ~chr6dinger 

system (cf . 10.4) . 

[No te :  Given a E R ~ ,  - define 

Then Ta is unitary w i t h  inverse T,,. Indeed, 



2 
2  e - (x-a) /2 

= /  I f ( x - a ) I  2  dyn (XI 
R" - 

e 
- x /2 



523. THE ORNSTET N-Uff LENBECK SEMTGROUP 

W e  shall  begin w i t h  a review of certain standard definitions and facts. 

L e t  x be a Banach space -- then a collection { T ~ :  t 2 01 of bounded linear 

- operators on X is said to be a strongly continuous sePnigroup i f  To = I, Tt+S - 

is continuous. 

[Note: It suffices to  check continuity a t  0' only. 1 

L e t  Dam(L) be the set of a l l  x E X for which 

exists and define L on Dcan(~) by the equality 

Then m ( L )  is a dense linear subspace of X and L is closed on Dam(L) . Pbreover , 

and 

[me: L is called the generator of the semigroup  IT^:^ 2 01.1 



Naw let  y be a centered  gauss ian  measure on Rn - then in  view of 22.6, - 
V t r 0, y is the image of y x y under the map 

This s a i d ,  i n  the above take X = LP(EfIy) (p  2 1) and define Tt (t 2 0) by 

Since 

it follows that Ttf E LP($,y) and 

Therefore l lTtl l  5 1. But Ttl = 1, SO that actually I ITt! 1 = 1. 

1 n 
[Note:  V f E L (5 ,y), 

23.1 The collection  IT^:^ z 01 is a strongly continuous semigroup 



on LP($,~). 

PRDOF Fram its very definition, T = I. Noting that y is the image of 
0 

yxyunderthemap 

we have 

The verification of strong continuity is left to the reader. 

[Note:  This is the Omstein-Wenbeck senigroup. ] 

23.2 REM&FX Take p = 2 -- then the Tt are nonnegative and symnetric. In 

2 n addition, v f,g E L (R ,y), 

Assum henceforth that y = yn, the standard gaussian measure on R* - - then 



thexe is an orthogonal decc~nposition 

23.3 LEMMA W e  have 

[The FEE defines a bounded linear operator on L~ (R",Y,) - , hence it suffices 

to establish q u a l i t y  on the % - . This, huwever, is a one dimensional 
1," f k  n 

problem, where one can proceed by induction on k. It is clearly t rue  i f  k = 0. 

Suppose it is true for  k - 1 - the.n for 1 < k, 

-Rt  = e  % R = O .  

But TtH+ is a polynomial of degree k, thus Tt% - = c$ for  same constant c. 

-kt anparing coefficients of xk, we conclude that c = e .] 



2 n U t  L be the gematcr of the semigroup {Tt:t r 0) on L (R - ,y,). 

23.4 LEMMA The d a ~ i n  of definition Dm(L) of L is 

And, on this damain, 

[Suppose that f E D n ( L )  -- then t + Ttf is differentiable at zero, hence 

(cf. 23.3) 

And 

Turning to the converse, note first that 

Therefore, as t + 0, 



1 . :  t + Ttf is differentiable at t = 0.1 

Sobolev spaces play an important role in gaussian analysis. Hmever, instead 

of pdding ad hoc definitions at this point, it will be mre convenient to post- 

pone the discussion and place matters into a mre general context later on. Still, 

there is one important fact that emerges frm the theory and can be mentioned now, 

2,2 n Dan(L) = W  (R - ,y,) (cf. 30.15). 

Thinking of L as the gaussian analog of the laplacian A, this parallels the 

2 n characterization of -(A) as 2' (R - ) (cf . 1.15) . 

23.5 REMARK The % 2,2 n 
- lt...,k are total in W (5 , yn) and V f E dl2 (En,~n) I 

n 

23.6 LEP@R We have 



[ S t a r t  by checking that 

when f is a f ini te  linear axbination of the 
=kl, ..., k .I n 

~ e t  N be the number operator on BO(R") - and let 

be the canonical isoooetric ismnrphism (cf. 6.12) -- then 

[Note: See 58 for the case n = 1, the pint being that 

and 

The extension to arbitrary n is straightforward.) 



524. MEASURE THEORY ON - R~ 

L e t  ROD - stand for the set of a l l  real  sequences x = {xk:k z 1) -- then gw 

is a separable ~r&het space, the metric being 

-n W r i t e  R for the subset of R~ consisting of those x such that xk = 0 - - 

(k = 1,. . . ,n) and identify Rn - with a subset of RW - by adding zeros after the f i r s t  

n positions -- then 

R~ - = E~ ta R - ~  

and, by definition, a cylinder set is a subset of Rm - of the form 

where B E Bor (Rn) - . 

24.1 LJTWi The cr-dlgebra generated by the cylinder sets is Bor (Rw) - . 
[Note: The o-algebra generated by the cylinder sets is the sane as the 

u-algebra generated by the coordinate functions x + $, i.e., is the smallest 

o-algebra containing a l l  sets of the £om {x:$ < r] (r E g) . I  

24.2 EXTENSION PRINCIPLE Let pk be probability measures on Bor(g) 

(k = 1,2, . . . ) -- then there exists a unique probability measure on Bor (Rw) - 



such that 

for a l l  B E  or (R") - (n = 1.2, . . . . One calls p the product  of the pk: 

Assm: V k, pk - vk -- then either p - v or v r v. 

[Note: In the event that p - v, one has 

24.4 THEORElvl (Kakutani) S u p s e  given products 



Assume: V k, 

Then 1-1 - v i f f  the inf ini te  product 

is convergent. 

[Note: Each term of the 

is I 1, thus 

infinite product 

cannot diverge t o  infini ty (but it might diverge to  zero).] 

24.5 EXAMPLE Suppose that f > 0, g > 0 are continuous and 



- Take fk - f, gk - g, so 

is convergent iff 

But 

Therefore 

iff f = g. 



Since 

w 2  w 2  
is convergent i f f  Z < w, it follows t h a t  p - v i f f  Z ak < a. 

kl k=l 

[Note: If y - v, then up t o  a set of measure 0, the relevant Radon-Nikcdym 

derivatives are the functions 

But is it really obvious that the set of x E R - for which the series 1 %% k=l 

is convergent constitutes a s e t  of f u l l  measure? This point w i l l  be dealtwith 

in 24.20.1 

24.8 EXAMPLE L e t  



Then 

So, i f  t t s, then no matter what the choice of the %, the infinite product 
-. 

i s  divergent, hence u I v. 

Fix o > 0 - then 3 a unique probability measure yo on Bor (R*) such that - 
v ~ € B o r ( g ) ,  



24.9 mm4A If 0 -L a', then yo L y,, . 
[This  is a special case of 24.5.1 

In what follows, we shall take o = 1 ard w r i t e  y i n  place of yl. 

24.10 REMARK W e  have (cf. 1 4  .l3) 

or still (cf . 14.14) , 

2 
= L (g ,Y) 

[He re  yl refers to the standard g a u s s i a n  measure on 5.1 

Given a sequence a = {ak:k 2 1) of psi t ive real numkrs, let 

Then Ha is a real H l l b e r t  space: 



2 2 [Note: Take % = 1 V k - then Ha = 1 , the real analog of 1 (N) .] - 

24.11 LEMM?I Ha E Bor(c) and 

PROOF Define 

pintwise as h J. 0, hence Ha E Bor (Rm) - . The functions 

1 are in L and, for fixed A, form a decreasing sequence. Therefore 



Froan the definitions, 

Finally, 



O i f  C a,=-, 
k=l 

which concludes the proof. 

In particular: 

24.12 REMARK L e t  a run through the sequences of positive real numbers such 

that y(Ha) = 1 -- then 

and 

L e t  T ~ : R ~  - + R" - be the canonical projection -- then a Bore1 function f on Rm - 

is said to be projectable i f  3 n:f = @ O \ for  sane Bore1 function $I on gn. 

[Note: Every Bore1 function on I(" determines a projectable function on R ~ . ]  - 

1 24.13 LEPWi The projectable functions are dense i n  L ( R ~ , Y )  - . 
PROOF The characteristic functions of cylinder sets are projectable. 



n -n 
Let yn be the standard gaussian masure on R - . Identify Rn - @ R - with 

R~ - x R - ~  - and denote by ymn the measure on 130r(ROP") - constructed in the same 

way as the measure y on B o r ( ~ ~ )  -- then y can be regarded as the product yn x yhn. 

L e t  f E L ' ( R ~ , ~ ) .  - Given x E Rn, - put 

P ~ F  Fix E > 0. Choose a pro jectable function g: 1 1 f - g 1 I I < &/2 (cf . 24-13) . 
Fix N:n r N => Eng = g - then 

L e t  £:ROO - -+ R - be Bore1  - then £ is said to satisfy condition K i f  V n, 



24.15 IDlMA If f satisfies c o n d i t i o n  K, then f is constant a.e.. 

1 PROOF By taking the Arc Tan of f , it can be assumed that f E L (RoOIy) , - 
thus f = l i m  E ~ £  (cf. 24.14). But, since f satisfies condition K I  En£ is a 

c o n s t a n t  independent of n. 

24.16 THE Z E R W N 3  LAW L e t  B E   or ( R ~ )  . S u p e  that xB satisfies cond i t i on  - 
K -- then B is either of measure 0 or of measure 1. 

PROOF In view of 24.15, xB is ~0nstanta.e .~ t h u s  xB = 0 a.e. or x = 1 a.e.. B 

24.17 EMIMPLE Take for B the set of x E goO:lim \ exists  - then xB 

satisfies cordition K, hence y(B) = 0 or 1, and, i n  fact y(B) = 0. F o r  otherwise, 

the f u n c t i o n  which sends x to its l imi t  would be defined a.e., hence m u l d  be a 

constant a.e.. 

Fix an element a = {ak: k 2 11 i n  gw . Given n E NI - define sn:Rw - 4 R - by 

24.18 LEMMA W e  have  



PROF In fact ,  

24.19 LEMMA v E > 0, 

f(x) = inf in E N: - lsn(x) I > €1.  

Put 

Then £ran 24.18, 



But 

= 0, 

s - s being linear in the variables xml, ..., x . This leaves n m n 

And 

is precisely 



Consequently, v E > 0 ,  

1 y{x E g': sup Ismck(x) - sm(x) I ' E} i - 2 

k 5 n 2 amtk 
E k=l 

1 
y{x E g: sup Ismtk(x) - srn(x) I ' E} 5- - 2 

k 2 1  2 amck 
E kF1 

or still, 

w 
lim y{x E R - : sup Ismtk(x) - srn(x) I > €1  = 0. 

m - t w  k l l  

24.20 THEOFEM (Kolmogorw) Fix 

='2  C % < W - -  
then for ahmst every x 

k=l 

PROOF Put 

w 
an elanent a = {ak:k 2 11 in R . Assume: 

MI 

E R ~ ,  - the series L %\ is mnvergent. 
k=l 

- - 
S (x) = l im sup sn(x) 

s (x) = lim inf sn(x) . - - 



Then 

the union running over all positive rational E. We claim that 

Therefore 

so the claim follows upon letting m -t a, hence 

then for alnost every x E Rm, the series 24.21 MAMPLF: Take ak = -j; -- - 

C is convergent, thus 
I F 1  k 

Write 8; for the subspace of Rm - consisting of those x such that xk = 0 



for a l l  but a finite nunher of k. 

w 
24.22 LEWA Let B E J3or (Rm) - . Assume: y (8) = 0 -- then V x0 E %, 

A linear msurable f u n c t i o n a l  (W) on RW is a f u n c t i o n  - 

whose d-in E is a linear subspace of RW - of measure 1 such  that X is linear 

and measurable. 

w 2  
24.23 EXAMPIE Let a = {%:k 2 1) be a sequence of real nunbers: E ak C -- 

k=1 
00 

then for amst every x E R-, - the series E ak% is convergent  (cf. 24.20) . 
k = l  

S i n c e  this set is a linear subspace Ea of E* of measure 1, the p r e s c r i p t i o n  

defines a LMF o n  RaO . - 
2 [Note: Observe that R c Ea. I 

24.24 REMARK Suppose that 

- 
X1:E1 -+ R 



are Ws - t h e n  the domain of hl + h2 is El n E2, which is a set of measure 1. 

In fact, 

But  

Therefore  hl + X2 is a IMF. 

CO 

24.25 LEbNA L e t  h:E -+ R be a IMF -- then Ro c E. - - 
P m F  Proceed by c o n t r a d i c t i o n  and ass- that 3 xo E R; - E. P u t  - 

Et = txo + E (t > 0) .  

 hen Y ( E ~ )  > 0 (cf. 24.22) . On the other hand, tl # t2 => Etl n E = 0. 
t2 

Accordingly, { E ~ }  is an uncountable collection of pa i rwi se  disjoint sets of 

03 

p o s i t i v e  measure, an i m p o s s i b i l i t y  (Y (R = 1. . .I  . 
[Note: T h i s  argument shows that any linear subspace of R~ of measure 1 - 

03 

necessarily contains %.I 



Let 

% = (0 olllo I... 

where 1 is in the kth position -- then e .  E 5; and there is the evaluation 

24.26 U34MA Let X:E -t R - be a W. Assume: 

A($) = O V  k. 

Then X = 0 a.e.. 

[Write 

where 

and 

Then 



But  

& XE xE20 10 

satisfy codition K, thus 

And 

Therefore 

24.27 mMM?i L e t  h:E -t R - be a LMF -- then 

PRIOF Given x E E, w r i t e  



where 

thus 

Then v a > 0, we have 

So: 



Contradiction. 

Suppose that X:E -t R - is a LMF - then 24.27, in conjunction with 24.20, 
implies that the series 

converges a.e., thus defines a INE' A (cf. 24.23). Obviously, 

~ u t  the difference A - X is a LMF (cf . 24.24) , hence A = X a.e. (cf . 24.26) . 
Given t w o  lMFs bland A2, write hl X2if Xl= X a.e. - then - is an 2 

equivalence relation, so the set of all LMFs is partitioned into equivalence 

classes [A]  . 
N.B. Suppose that X1 - X2 - then - 

=> (cf. 24.25) 



2 
Denote by L the set of a l l  LMFs mdulo -. 

24.28 LEMMA The map 

is bijective. 

PWXlF Thanks to the preceding cmment, our mp is welldefined. That it is 

surjective is guaranteed by 24.23 and that it is injective is guaranteed by 24.26. 

24.29 FEM?GW ?tJo LMFs are either equal a.e. or not equal a.e.. 



§ 25. RADON MEASURES 

W e  shall f i r s t  agree that: 

1. The term "measure" means a nonnegative f ini te  countably additive set  

function whose damin is a o-algebra. 

2. The term "topological vector space" means an infinite dhs-sional real 

locally convex topological vector space which is Hausdorff. 

If X is a topological vector space, then X* stands for its topological dual 

- # (the se t  of continuous linear functionals X:X + R) and X stands for its algebraic 

dual (the set of linear functionals X:X + R). - 

25.1 EXAMPLE L e t  R~ - be the set  of real valued functions on a n o w  set 

T T. Equip R with the topology of pointwise convergence, i.e., with the topology 

generated by the seninoms 

T 
Then R - is a topological vector space. Its topological dual is spanned by the 

st(x) = x ( t )  (t E T ) .  

In particular: Take T = g -- then R~ - = R~ - and the topological dual of R~ - is FIT. 

Let X be a topological vector space -- then the cylindrical o-algebra 

Cyl(X) is the o-algebra generated by the sets of the form {x E  X:X(x) < rl, 



Obviously, 

Cyl  (XI c Bor (XI , 
the inclusion being s t r i c t  i n  general. 

25.2 LEMMA A set C belongs to Cyl(X) i f f  it has the form 

C = {x E X: l x , . . . I ~ I .  E B}, 

where the Ak E X* and B E Bor ( R ~ )  - . 

25.3 EXAMPLE S u p s e  that T is an uncountable set and let  X = R~ - -- then 

v x E XI {x} j$ Cyl (X) , hence i n  this situation, Cy1 (X) is a proper subset of mr (X) . 

25.4 RAPPEL X is a separable LF-space i f  it contains an increasing sequence 

of linear subspaces Xn:X = U Xn subject to 
n 

(i) v n, Xn in the relat ive toplogy is a separable, mtrizable,  complete 

topological vector space, i . e. , V n, X is a separable E'rbt space. n 

(ii) If  U is a convex subset of X such that V n, U f l  Xn is a neighborhood 

of 0 in Xn, then U is a neighborhood of 0 in X. 

[Note: X is complete and admits a sequence {Xk:k 2 11 c X* that separates 

p i n t s . ]  

25.5 LJ3WA If X is a separable LF-space, then 

Cyl (X) = Bor (X) . 



Given a measure p on Cyl (XI , denote by Cyl (XI the ampletion of Cyl (x) 
1-I 

w.r.t. 1-1. 

[Note: Spelled out, A E Cyl (X) i f f  3 C1,C2 E Cyl  (X) : 
1-I 

C1 c A c C2 & p(C2 - C1) = 0.1 

25.6 RIWiRK In general, Cyl (XI need not contain Bor (X) . For example, 
Fc 

T let T be an uncountable set and take X = R - . Define p on B o r ( X )  by 

T thus the only element of Cyl(X) containing B is R - and it has 1-1-sure 1. 

25.7 LEMMA Let  u be a measure on Cyl (X) . Suppose that A E cy1 (x) -- then 

its convex hull and linear span belong to C y l  (X) l-I. 

A Borel measure 1-1 on X is said to be a Radon measure if V B E B o r ( X )  and 

V E > 0, 3 a ocanpact set K c B:p(B-K) < &. 

25.8 HEMARK It is not necessarily true that  every Borel measure on X is 

Radon b u t t h i s  w i l l  be the case i f  X is a separable --space. 

25.9 LEMMA L e t  y,v be Radon measures on X. Assume: 



25.10 IiEMARK If Cyl  (XI is a proper subset of Bor (X) , then a measure on 

Cyl  (X) need not admit a Radon &ension to Bor (X) . For a specific instance of 

this, take X = R [ ~ ' ~ ~  - a d  let K c X be compact and nonempty - then K P C y l ( X )  

(cf. 25.2). On the other hand, K c X1 x X2, where Xl is the product of countably 

m y  copies of [-a,al (saw a > 0) and X2 is the product of the real lines 

corresponding to the remining coordinates ( => X1 x X2 E Cyl (X) ) . Now let y be 

the [O,l]-product of the standard gaussian measure on R - and suppose that 7 is an 

extension of y to a Radon masure on Bor (XI - then t/ B E Bor (X) & t/ campact K c B, 

But 

meaning that  y does not exist  af ter  a l l .  

25.11 RAPPEL L e t  1.1 be a measure on Cyl(X) -- then the Fourier transform 

of p is the function ;:X* -t C - defined by the rule 

[Note :  is sequentially continuous on X* i n  the topology of pointwise 

oonvergence, i . e . , i f  A + A pintwise, then 6 ( An) + G (A) (dominatd convergence) . n 



Nevertheless, it is fa l se  in general that fi is continuous on X* in the topology 

of p in twise  convergence (a. k. a. the  weak topology) .I 

25.12 UNIQUENESS PRINCIPLE If  p ,v are measures on Cy1 (X) and i f  = G, 

[Note: Suppose that p,v are Radon and 

Then 

25.13 LENMA L e t  p be a Radon measure on X -- then the linear span of 

functions of the form e J T A  ( A  E X*) is dense i n  L ~ ( x , ~ )  (1 s p < a). 

I f  X and Y are topological vector spaces, then 

Bor(X) x B o r ( Y )  c Bor(X x Y), 

the inclusion being strict i n  general. 

Suppose that 

I- p is a Borel measure on X 

I Y is a Bore l  measure on Y. 
rn 

Then p x v is defined on Bor (X) x Bor (Y) . 



25.14 LEPMA If  y,v are Radon, then y  x v admits a unique extension p x v 

to a Radon measure on mr(X x Y ) .  

Take X = Y and assume that U,V are Radon -- then the image of y  x v under 

the map 

- 
X x X + X  

- (x,y) + x + y 

is called the convolution of y , v ,  written p v .  

25.15 LW4A The convolution p*v is a Radon measure on X. 

N.B. V B E Bor(X), 

(B) = rx p (B-X) dv (XI . 

25.16 FEMN?K Suppose that 

- 
1-1 is a measure on Cyl (X) 

- v is a measure on Cyl (Y) . 

Therefore 1-1 x v is defined on C y l ( X  x Y ) .  Naw take X = Y and define p*v to be 



the image of y x v under the map 

- 
% x x e  A (x+y) dp (x) dv (y) 

h A h  

p*v = yv. 

25.17 LDW4 I f  X and Y are separable LF-spaces, then so is X x Y. 

Accordingly, urader these circumstances (cf . 25.5) , 

L e t  T be a Hausdorff topological space -- then T is lusinien i f  3 a canplete 



separable mtric space P and a continuous bijection f:P -t T. 

25.18 MAMPIE Wery separable LF-space is lusinien but the Banach space 

loo is not lusinien. 

If X is lusinien, then every Borel measure i-~ on X is Radon. In fact, 

v B E Bor(X) and v E > 0, 3 a rrtetrizable campact set K c B:u(B-K) < E. 

25.19 LDwl If X and Y are lusinien and i f  f:X -+ Y is a continuous 

injection, then 

B E Bor (X) => f (B) E Bor (Y) . 

25.20 LEMMA If X and Y are lusinien and i f  f:X -t Y is sequentially contin- 

uous, then f is Borel. 

25.21 EXZJWLE L e t  X be a separable LF-space. Equip X* with the weak 

topology -- then X* is lusinien. If now p is Radon, then 

G:x* -, C - 

is sequentially continuous (cf . 25.11) , hence is Borel (cf . 25.20) . 



526. TNFZNTTE DTMENSTONAL GAUSSTANS 

Le t  X be a topological vector space (dim X = w). X* its topological dual. 

L e t  y be a probability measure on Cyl(X) - then y is said to be gaussian i f  for 

every h E X*. the induced measure y 0 X-l (E yA) on L( is gaussian. 

26.1 EXWPLE Take X = RW - -- then X is a separable F'rkhet space, hence 

Cyl (X) = Bor (X) (cf . 25.5) and X* = R; - (cf . 25.1) . Suppose that y is the countable 

product of the standard gaussian -sure on R - (cf. 524) - then y is gaussian. 

Thus given X E X*, write 

Then 



- 2 " 2  Therefore y is the centered gaussian masure on R w i t h  var iance  o = C rk 
X  k=l 

(cf. 22.2). 

[Note: I n  the sequel, we shall refer to y as the standard gaussian measure 

26.2 I E W A  S u p s e  that y is a gaussian measure on X -- then 

thus 

26.3 THEDREM L e t  y be a probability measure on Cyl(X) -- then y is gaussian 

if its Four ier  t ransform has the form 

where L is a linear funct ion on  X* and Q is a syrmretric bilinear func t ion  on X* 

such that V A, Q ( X , X )  2 0. 

PROOF If 9 has the stated form then v t E R - 



frmwhich it folluws that y is gaussian (cf. 22.2). The converse is also 

itrunediate: Thus, taking into account 26.2, put 

and 

One cal ls  L the man and Q the covariance of y. - 
A gaussian measure y on X is centered provided this is the case of the 

y A-I. since the Fourier transform of the measure C -r y (- C) (C E C y l  (X) ) 
- 

is ;, it follows that y is centered i f f  y (C) = y (- C) v C E Q1 (x) or  still, 

i f f  L = 0. 

26.4 EXAMPLE Take X = - and let y be the standard gaussian measure on X 

(cf. 26.1) -- then y is centered and here 

Given a gaussian measure y on X and an elemznt h E X, let % be the image 



of y u n d e r t h e m a p x + x + h .  

[Note: 

C E Cyl(X) => C + h  E Cyl(x) (cf. 25.2).] 

26.5 IEMMA ti h  E X, yh is gaussian. 

PROOF ~earing in mind 26.3, one has only to observe that 

y is a gaussian masure on X1 !- 
I y is a gaussian measure on X2, 2 

then yl x y2 is a gaussian measure on X1 x X2. 

P m F  The conventions are those of 25.16: 

so 26.3 is applicable. 



[Note: Take X = X2 = X ard conclude that yl * y2 is gaussian as w e l l . ]  
1 

26.7 EXAMPLE The symnetrization y of a gaussian measure y is the con- s 

volution: 

where 

I (C E Cyl (XI . 

Thus ys is the inage of yl * y2 under the map x + x/fi and we have 



To simplify the exposition, we shall assume henceforth that X is a separable 

LF-space (cf. 25.4) , hence Cyl (X) = Bor (X) (cf . 25.5) a d  every Borel measure on 

X is Radon (cf. 25.8) (in particular, every gaussian measure on X is Won) . 

2 26.8 l B l M ? i  Let u be a Bore1 measure on X -- then L (X, p) is separable. 
[For 3 a sequence of Borel functions that separates the points of X (cf. 25.4), 

hence Bor (X) is countably generated. I 

Given a centered gaussian measure y on X, write X* for the closure of the set 
Y 

2 X* C L  (X,y) (cf. 26.2). 

Then X* is a separable real Hilbert space and has an orthonomral basis consisting 
Y 

of continuous linear functionals Xk E X* (k 1 1). 

26.9 LEW4l v f E XC, y 0 f-' (E yf) is a centered gaussian -sure on R 

with variance 

PI(MIF Fix f E X* and choose a sequence {hk:k a 1) c X* such that hk -+ f 
Y 

2 1 in L (x,y) -- then Xk t f in L (X,y), thus hk t f in measure and so, thanks to 

a wellknown l a m a  in probability theory (see M a u l  , yXk + yf weakly. Therefore 

A A 

y -+ yf pointwise, i.e., 
Xk 



A 

Y (t) = l e 
Xk R - dy (s) lk 

But 

and this has limit 

[Note: It is a corollary that 

N.B. Let ISk: k 2 1) be a sequence of randm variables on a probability - 

space ( Q , A , ~ ) .  Assum: Sk -+ 5 "in probability" (i.e., in msasure) - then 

Sk 
-t 6 "in distribution" (or "in law") , which is equivalent to saying that 

-1 
P -+ P weakly (here, P = 0 Sk , PC = LI 0 5-l). 

5, 5 tk 

26.10 REMARK For the mst part, the elements of X* can be treated as 
Y 

though they were functions rather than equivalence classes of functions but 

there are occasions when this distinction has to be taken into account. 



E.g.: Every f E X* adrnits a linear nodel fo. Thus choose a sequence 
Y 

{$:k z 1)  c X* such that hk + f a.e.. The set {x:hk(x) + f ( x ) l  is certainly 

Borel but it is not a priori clear that it is linear. To reredy this, let Eo 

be the set  of x:{hk(x)} is convergent -- then Eo is Borel, linear, and y(EO) = 1. 

Def ine f as follows: 

fo(x) = 0 (X E X -  Eo).  

Then fo  is Borel. mrxrer, f O l ~ O  is linear and f o  = f a.e.. 

26.11 W P E L  The =key topology on X* is the topology of uniform convergence 

on the weakly ccknpact convex balanced subsets of X. Every linear functional 

A:X* + R - which is continuous in the Mackey topol= is representable, i.e., 

3 x  E X :  A 

v h E x*, A ( X )  = X(xn). 

[Note: Let stand for X* equipped with the Ibckey topology - then the 

canonical arrm 

is bijective. I 

Suppose that X is a separable LF-space. Given a centered gaussian measure 



y on XI define 

26.12 LEMMa v f E X*, the linear functional R (f):X* + R is continuous 
Y Y - 

in the Mackey topology, hence is representable, so 3 xf E X: 

V A E X*, Ry(f) (A)  = X(xf). 

1 2 
PI(DLF Fix E > 0 ( & E < 1). Choose n E N: - - log(1 - --) < & 12 a d  choose 

< K > be the closed 

c q l e t e  (cf. 25.4)) 

1 6 > 0:36 < n. Fix a compact set K c X:y(K) > 1 - 6 and let 

convex balanced hull  of K -- then < K > is rompact (X being 

(hence a fort iori ,  is weakly ccanpact) and V X E X*, 

Since 

A 1 
sup / X I  I 6 => 11- y ( h ) l  I 36 < -  

< K > n 



from which the lemna. 

[Note: Take f + 0 and let {hi:i E 11 be a net in X* such that lim h i =  0. 

Given E > 0, choose n and 6 as abwe - then 

26.13 REMARK If y is not centered, then its mean 

L E ~ o r n ( X *  ,s) 
is representable : 



L(h) = h ( a  ) (3 ay E X). 
Y 

[Note: The symnet r iza t ion  ys of y is cen te red  (cf .  26.7) and y = (yS), . 
Y 

In f a c t ,  

Because o f  this, the bottcnn line is that for mst purpses, it s u f f i c e s  to consider 

cen te red  gauss ian  measures and their translates.] 

Suppose that X is a separable LF-space. Given a centered gauss i an  measure y 

o n  X, p u t  H(y) = R (X*) - then H(y) is called the Cameron-FQrtin space o f  y. 
Y Y 

26.14 EXAMPLE Take X = E~ and let y be the standard gaussian masure o n  

X (cf. 26.1) -- then the elements  f E X* are of the fonn 
Y 

" 2  
where L % < (cf. 24.20). And 'd h E X* (= GI, 

k=l 



2 Therefore R (f) is represented by af = {%:k 2 11 and H(y) = 1 . 
Y 

The prescription 

equips H(y) with the structure of a separable real H i B e r t  space. Its closed 

unit ball % is canplct in X and V X E X*, 
(Y) 

[Note: By construction, the a rm 

R :X* -t H(y) 
Y Y 

is an isometric iso1113rphisn.l 

26.15 LWMA Let ylry2 be centered gaussian rraeasures on X. Assume: H (yl) = 

P m F  V X E X * ,  - 

Q 2 ( h , X ) =  sup X (h) 

- B ~ ( y 2 )  



Maintaining the assumption that y is centered, suppose that h E H(y) :h = 

~ ~ ( f )  (f E x;) -- then yh << y and 

or still, 

'la see this, let ph be the density on the right hand 

a Bore1 measure on X with Fourier transform 

. side. Consider v = phy, 

26.16 EXAMPLE L e t  4 E L'(X,~) (p > 1) -- then the function @ : ~ ( y )  -+ R 



defined by 

is continuous. 

[We have 

1 2 - q ( f  - 21 l h /  lH(y)) 

frm H ( ~ )  to L~(x,~) is continuous on bounded open sets and this implies the 

continuity of @. I 

26.17 EXAMPLE Let 1 < p c rand suppse that g E L ~ ( x , ~ )  --then V h EH(~), 

$ ( *+h) E L~ (x,r) . 
[ Q m s e  trs > 1:tp = r & t-I + C-I = 1. Determine f E X*:R (f) = h. An 

Y Y 

application of  alder's inequality then gives 



which is finite. 1 

[Note: Thanks to 26.9, 

Therefore 

26.18 FEMARK The function 



is continuous. 

26.19 LDWi L e t  y be a centered gauss i an  masure o n  X - then 
H(y) = {h E X:yh *Y y}. 

What we knuw so far  is that H (y) is conta ined  i n  {h E X: yh 2. y 1 ,  thus 

it remains to be shawn that 

y *Y y => h E H C y ) ,  h 

a f a c t w b s e  proof depends o n  same a u x i l l i a r y  cons idera t ions .  

26.20 REDUCTION PRINCIPLE Le t  y be a centered gaussian measure on X. Fix 

an orthonorrrlalbasis {hk:k z 11 for X* consisting of continuous l i n e a r  functionals 
Y 

which separate the points of X. Define T:X + ROO - by 

Then the induced -sure y 0 T - ~  on Rm - is the stardard gaussian measure o n  RW - (d. 
26.1). Indeed, V h E I$, 



in the obvious abuse of notation... . 

N.B. rn establish the existence of the hk, fix a sequence {hl:k s 1) c X* - k 

that separates the points of X and fix a sequence {hi:k s 11 c X* which is dense 

in X* Consider A1,Ai,X2,X;, ... . Proceed recursively and throw out any elemat 
Y' 

in the span of its predecessors. AppLy Gran-Scfidt to what remains - then the 
result is an orthonormal basis {hk:k s 1) for X* consisting of continuous linear Y 

functionals which separate the points of X. 



7 Given h E X, denote by the nap x -r x + h -- then by definition, yh - 

On the other hand, 

T being one-to-one. 

2 
26.22 LEMMA The h g e  under T of H(y) is R . 
PROOF Let f € X* - Ulen Txf = (Ak(xf):k 2 1). But 

Y 

And 



2 
TO go the other way, let 141: k z 11 E L and d e f i n e  f E X* by 

Y 

2 [Note: It follows from this that i f  Tx E L , then x E H(y). For 3 h E H(y): 

Th = Tx => h = x.] 

To complete the proof of 26.19, suppose that yh % y -- then 

or still, 

But, as will be sham below, ih E 2, hence h E ~ ( y ) ,  as desired. 



Thus take X = R~ and let y  be the staxdard gaussian masure on X (cf. 26.1) -- - 
then v h E <, 

where 

and 

So, V h',hn E R ~ ,  - 

which is convergent iff 

2 
h ' - h "  E l .  

In particular: 

[Note: If h @ tLr then yh 9 y ,  hence yh L y (cf. 24.31.1 



26.23 RElW?K If h gZ H ( y ) ,  then yh $ y but mre is true: yh I y ( a s  was 

CO 

noted above in the case when X = I! ) . To see this, f ix a Lebesgue decomposition 

Then the c l a i m  is that p = 0. 

V A E X*, 

'd A E X*, 

- - 1 h (h) 
112 w(- 

( c f .  24.6). 

( I  111 122 + I1 2(1 lhl 1 2 *  + 1) 
L (Y) L (Y) 



Put 

Then nk + 0 in L*(X,~), hence it can he assumed that qk + 0 a x e .  [yl. But 

p << y, so qk 3 0 a.e. [p] as well. Therefore 

= ix ldp (x) 

26.24 LEMMA Let y be a centered gaussian measure on X. S u p s e  that E c X 

is a linear subspace of measure 1 -- then V h E H (y) , yh(E) = 1. 

P m F  According to 26.19, yh u y. This said. write 



26.25 LEWA L e t  y be a centered gaussian measure on X. Suppose that 

E c X is a linear subspace of masure 1 - then H(y)  c E. 

PROOF Take an h E H ( y )  and assum that h j$ E -- then 

=> 

an impossibility. 

1 +  0 = 1 + 1 (cf. 26.24), 

26.26 REMARK Actually 

whexe E c X runs through the linear subspaces of measure 1. 

[If h j! H ( y ) ,  then 'd k EN, - 3 Ak EX*: 

l l h k l /  2 = 1 & %(h) > k (cf. 26.23). 
L (Y) 



Denote by E the set of all x E X such that the series 

is convergent - then E is a linear subspace of measure 1 but h E.] 

26.27 Let y be a centered gaussian measure on X -- then y (H (y) ) = 0. 

-1 2 
PROOF In the notation introduced above, T (L ) = H (y) . Therefore 

But (cf . 24.11) 

26.28 LEMMA Let y be a centered gaussian masure on X. Suppose that l :X + Y 

is a continuous linear embedding, where Y is a separable LF-space -- then 

(cf . 26.19) 

=> 

-1 
t(h) E H(y 0 1 (cf. 26.19) 



-1 to the converse, note first that (y o I ) (IX) = 1, hence 

X H y 0 1 )  (cf. 26.25) . 

=3 

yh % y => h E H(y) (cf. 26.19). 

Let y be a centered gaussian masure on X. Denote by spt y the intersection 

of all closed subsets F c X with Y(F) = 1 - then 

and 

spt y = {X E X: v open U3{x),y(U) > 0) 

y(sPt y) = 1. 

[Note: spt y is called the topological support of y.] 

26.29 LEMMA We have 

PKDF la begin with, if h E X* and if IlhI I = 0, then X = 0 a.e., thus 
L (Y) 

y(Ker A) = 1. Let D be the set of all such A - then 

and we claim that 



- 
This is obvious if = X, so assume that H ( y) r X and, to get a contradiction, 

choose 

Take now any x E spt y -- then 

In summary: 



Therefore 

L e t  y be a centered gaussian measure on X -- then y is said to be nondegen- 

erate i f  spt y = X. So, in view of 26.29, y is nondegenerate i f f  its Cameron- 

Martin space H (y } is dense i n  X. 

[Note: If  y is nondegenerate, then h t 0 => Q(h ,h )  > 0 ( h  E x*). Proof: 

26.30 EXAMPLE Take X = ROO and l e t  y be the standard gaussian measure on - 
2 00 

X (cf. 26.1) - then H(y) = 1 (cf. 26.14). But  2 3 $ and I?; is dense i n  R ~ .  - 
Therefore y is nondegenerate. 

26.31 IJ3PR L e t  y be a centered gaussian measure on X. Suppose that 

B E Bor(X) and y(B) > 0 -- then 3 r > 0: 

r B  
H(Y) 

C B - B ,  

here B 
H(Y)  

is the closed unit ball i n  H (y) . 

PROOF The function 



is positive at zero and continuous (cf. 26.16 and 26.17) (observe that 

Y ( ( B  + h) n ~1 = J~ xB(x - h)xB(x)dy(x)) .  

Here is a corollary. Let E be a linear subspace of X of positive masure - 
then 

H(y) c E. 

26.32 LEMMA Let y be a centered gaussian masure on X -- then the set of 
functions of the form 

where the 

2 
is total in L (X,y) . 

26.33 THE ZERU-ONE LW Suppose that B E Bor(X) and satisfies the condition 

yh(B) = Y (B) V h E H (y) . 

Then either y(B) = 0 or y(B) = 1. 



2 PROOF Let  Al, ..., An E X* and a s s m  that the hi are orthonormal in L (x,Y). 

Put hl = R ( A  ) ,  ..., h = R ( A  and consider the function 
Y 1 n Y n  

F(tl,.. . ,tn) = h(B - tlhl - - -  - tnhn'. 

Since v h E H ( y ) ,  

it follows that 

is constant. So, for  any collection kl, ..., k of nonnegative integers, not a l l  n 

of which are zero, we have 

But, from our assumptions, 



And 

Therefore 

Owing now to 26.32, xg is necessarily a constant and the only possibilities are 

0 and 1. 

Consequently, if E is a linear subspace of X of positive measure, then 

y(E) = 1. In fact, 

26.34 IEMW Suppose that L E E3or (X) is affine - then either y (L) = 0 

or y(L) = 1. 

[Note: If E is linear and if I; = E + h, where h jE' E, then y(L) = 0. For 

otherwise, y (E + hJ = 1. But y is centered, hence y(E + h) = y (E - h) . Therefore 

=> 

which is nonsense.] 



Let y be a centered gaussian measure on X -- then a Bore1 function p:X + R, 
--0 

is said to be a masurable seminorm if 3 a linear subspace E of X of measure 1 

such that the restriction P I E  is a seJninorm. 

[Note: In view of 26.25, ~ ( y )  c E.] 

26.35 EX2QQLE Take X = ROO and let y be the standard gaussian masure on X - 
(cf . 26.1) . Set 

Then 

P(x) = lim sup pn(x) 

is a measurable seminr,rm such that p = 1 a.e.. 

26.36 LEMMA Let y be a centered gaussian masure on X. Suppose that p is 

a measurable senninorm - then pl~(y) is continllous. 

PRIX>F Fix n:y(Bn) > 0, where 

B~ = {x:p(x) 5 nl . 
Fix r > 0: 

rB 
H(Y) 

c Bn-Bn (~f. 26.31). 

26.37 THM)REM (Fernique) Let y be a centered gaussian measure on X. Suppose 

that p is a measurable sesninom - then 3 a > 0: 



PROOF In order not to obscure the overall structure of the arqumentwith 

measure theoretic technicalities, it w i l l  be convenient t o  assume from the outset 

that p is a seminorm. This done, V t,t' E qO, - we have - 

Choose to > 0: 

1 
r = y ( p ~ t )  0 >-. 2 

The assertion of the theorem is t r i v i a l  i f  r = 1, so take r < 1. Define t,(n > 0) 

recursively by the prescription 

t = t O + t  JZ. n n-1 



Then 

Put 

By the above, 



2 
03 

n 1-r r 
s r qht0) + r E exp(2 (log 7 + C log 

n=O 



[Note: H e r e  

and 

Therefore 

26.38 REMFlRK Because 

2 2 
w ( a p  (x)) 2 1 i a p  (x) (a > O), 

2 it follows £ran 26.37 that p E L (X,y). 

26.39 MAMPLE L e t  f :X -t R be Borel. Assume: 3 a linear subspace E of X - 
2 

of masure 1 such that the r e s t r i c t i o n  f I E  is linear - then f E L (~,y). 

Take an f E X* and let f o  be a linear mdel for f (cf. 26.10) -- then 
Y 

H(Y) c Eo (cf. 26.25), fol~(y) is continuous (cf. 26.36), and by cons t ruc t ion ,  

V h E H(Y)~ 

f (h) = l i m  Xk(h) 
0 k +- 03 





L e t  X be a separable LF-space. 

27.1 THEOREN (Fela-Hajeck) Let yl, y2 be gaussian masures on X -- then 

either yl z y2 or yl L y2. 

Our primary objective in the present § is to give a proof of this result. 

To begin w i t h ,  thexe are two possibilities: 

The f in i t e  dimensional case can be treated directly sans machinery (cf. infra). 

The infinite dimensional case is, of course, mre ccarrplicated but the introduction 

of certain masure thearetic generalities w i l l  help srmoth the way. Before getting 

involved with this,  hawever, we shall f i r s t  make sane preliminary reductions. 

Suppose that  y is centered - then v h E X, 

- 
Y Yh i f  h E H(y) (cf. 26.19) 

Therefore V hl,h2 E X, 



27-3 LJWAA If yl.y2 are centered and if yl L y2, then v hl,h2 E X, 

hence (y ) L y2. So suppose that hl $H(yl). Fixa linear subspaceE1: 
hl 

y1 (El) = 1 and hl $ El (cf. 26.26) - then 

thus (y .l Y2. 
hl 

A d m i t  for the time being that 27.1 is true in the centered situation. Write 

I (cf. 26.13) . 

Assume that yl L y2 -- then we claim that yl % y2. 

Step 2: (ylIs % (y2Is (by hypothesis) (symnetrizations are centered). 

Step 4: ( (yl) s) al i- ( (yl) a2 (use step 3) . 



Step 5: ( (yl) s) al Q, ( (y1) sl a2 (cf. 27.2). 

Therefore 

In other words, the centered case implies the general case. 

27.4 LEMMA Let yl,y2 be centered gaussian measures on R" - -- then either 

(cf. 22.5). 

If L n L2 is a proper subspace of L1 or L2, then yl I y2. E.g.: Say L1 n L2 
1 

is strictly contained in L1, so y (L n L2) = 0. Let A = L2 - L n L2 1 1  1 

(=> R~ - - A 2 L2) -- then 

Thus the upshot is that yl I y2 unless L1 = L2 Accordingly, there is no loss 



of generality in supposing that L1 = L2 = R~ - and both y1,y2 are nondegenerate 

with densities 

1 exp(- 2 1 < xrK2 -1 x > 1. 
( ( 2 ~ ) ~  det K2) 

Assm henceforth that dim X = m. let y1,y2 be centered gaussian measures 

on X. Define T:X -+ R~ - per yl as in 26.20 -- then T is a continuous injection. 

But X is a separable LF-space, thus X is lusinien (cf. 25.18) and so T sends 

Borel sets to Borel sets (cf . 25.19) . 

27.5 Let y, v be Ebrel measures on X -- then 

[This is bwediate. ] 

Put 



Then P1 is the standard gaussian measure on R~ - (cf. 26.20), whi le  P2 is a centered 

gaussian measure on ROO - . 

27.6 - LEMMA Ei ther  P1 ?. P2 or P1 L P2. 

Since 

27.6 se rves  to complete the proof of 27.1. 

27.7 LEMMA I f  H (PI) fl H (P2) is a proper subspace of either H(P1) or H (P2) , 

then P1 J- P2. 

P m F  Assrnne 3 h E ~ * : m : h €  H(P1) & h j? H(P2). Choose a linear subspace 

E:P2(E) = 1 & h j! E (cf. 26.26). Since h @ El P1(E + h) = 0 (cf .  26.34), i.e., 

(PI) -+E) = 0. But - h E H (P1) , which implies that P1 ?. (Pl) +, (cf .  26.19) , so 

(P ) (E) = o => P ~ ( E )  = 0. 1 -h 

Therefore P I P2. 1 

Consequently, P1 I P2 unless H(P1) = H(P2) a condit ion that we s h a l l  assme 

to be in fo r ce  £ran this point on. 



[Note: Recall that P1 is nondegenerate (cf. 26-30), hence the same is true 

Let us naw turn the results from msure theory that will be needed to 

colnplete the proof (details can be found in any sufficiently enlightened text on 

probability) . 
Fix a measurable space (R, A) (i. e. , $2 is a nonempty set and A is a o-algebra 

of subsets of Q) . Given a pair of 
be the Radon-~ikodym derivative of 

probability measures P1,P2 on (Q, A) , let p1,p2 

p1,p2 w.r.t. P + P -- then the Lebesgue 1 2  

deanpsition of P2w.r.t. P1 can be written as 

27.8 UMMA We have 

~uppse that A1 c A2 c * - *  is an increasing sequence of sub o-algebras of 

A such that A = o(  U An) . Let pn denote the Radon-Nikodym 
n=l 

.derivative of the 

absolutely mntinuous part of P2 = P I A w.r. t. P1 = PI ,n 2 n r n 
JAn -- then v cx E ]O,1 



27.9 IEMW W e  have 

Specia l ize  and take  R = 5m, A = Bor ( R ~ )  - , 

and let An be the a-algebra generated by the coordinate functions 6k (k = 1,. ..,n) 

($$4 = %I 

27.10 LENMA If P1 ,f P2, then P1 % p2. 

[Note : Obviously, 

27.10 => 27.6 (=> 27.1) .I 

It w i l l  be enough to shuw that P1 << P2 and for this, w e  s h a l l  q l o y  27.9. 



27.11 Suppse that ylty2 are tvm nondegenerate centered gaussian 

measures on R" - with densities 

- 
1 -1 

P (XI = '<x,K x > )  
3 ( (211)" det K1) 

1/2 -(- T 1 

1 1 -1 
1/2 exp(- y < x,K2 x > ) .  

( (211)" det K2) 

Let A1t...tAn be the eigenvalues of K;'~ K;' K:'~ -- then v a E ]0,1[, 

Define 

T,(x) = ( 6 1 ~ t t I  (= ( x ~ I - * - ~ x ~ ) ) *  

Then 27.11 is applicable to 



Let 

Then 

And 



W i t h  this prepara t ion ,  we are ready to proceed to the proof o f  27.10. I£ 

1/2 i n f I  (p,) d P l I n > O  ( c f .  27.9) 
n ROO - 

or still, 

or still, 

n - 2 5 7 E )  - 

n k=l - - 

or still, 

1/2 
> 0 

x+l 27.12 LEMMA Let f (x)  = - (x > 0) -- then for M > 1, 
2& 

< OO 

n 
s u p  r: 

n 1 

and 3 r1,r2 (0  < rl < r2 < m) such that for xl s x s x2, 

- - 
A, (n) +1 

2 v  

Therefore 



and 3 ps i t i ve  constants C1,C2: v k & v n, 

Using these facts, we shall now prove that 

frcm w h i c h  P1 << P2 (cf . 27.9) . 
Rephrased, the claim is that  

Take logs on both sides: 

or, as is more convenient, 



27.13 IEbM?l If - 1 < x < x < x and 0 < a < 1, then 3 C > 0 (depending 1 - 2 

on x1,x2 but independent of a) such that 

2 log(1 + coc) - a log(l+x) 2 &x . 

TO apply this in our situation, note that 

< X (n) 5 C2 5 -  k 

F i x  M > 0: 

n 2 
sup C (Ak(n)-1) < M < a. 
n k=l 

Then 



~t r a~ ins  only to c b s e  a (€1 : 

Having finally dispatched 27.1, suppose again that X is a separable LF-space 

(dim x = 00). 

27 .14 LENMA Let ylry2 be centered gaussian measures on X - then 

[Argue as in 27.7.1 

are not equivalent, then yl I y2. 

PKOl? Choose a sequence {A k :k 2 1) c x*: 



and assume that Ak + 0 a. e. [yll . W t  

Then yl(E) = 1. On the other hand, either y2(E) = 0 or y2(E) = 1 (cf. 26.34). ~ u t  

y 2 ( ~ )  = 1 is untenable, hence y2(E) = 0, so yl L y2. 

N.B. - Let {Sk:k 2 1) be a sequence of randun variables on a probability 

space ( Q I A I v ) .  Assume: 'Phe Ek are c e n t d  gaussian and converge in measure 

2 
to a randam variable 5 - then 5 is centered gaussian and Sk - 5 in L (p). 

Assume further that the m m  

I I t -  
I - 

are equivalent. Put 

Fix an invertible bounded linear operator T:H + H such that v h,h' E HI 



[Note: T is positive and selfadjoint per < , > o r < ,  > 
H(y2) 

(see the 

27 -16 THEOREM (Segal) yl % y2 i f f  T - I is Hilbert-Schnidt. 

27.17 EXAMPLE Suppose that y is a cen te red  gauss ian  measure on X. Given 

r > 0, d e f i n e  yr by the r u l e  ;(B) = y(rB) (B E Bor(X)) -- then H(y) = ~ ( y ~ )  

and the corresponding norms are equivalent .  ~ u t  y I yr unless r = 1. 

r2 
[ m t e :  mre generally, if rl > 0, r2 > 0 and i f  rl z r2, then y I y . 



Let X be a separable LF-space (dim X = a). Suppose that y is a centered 

gaussian measure on X -- then X* is a separable real H i l b e r t  space and v f E X*, 
Y Y 

y o f-I (5 yf) is a centere3 gaussian measure on R - with variance 

2 2 
~ ( f )  = ] I f 1 1  2 (cf. 26.9). 

L (Y) 

28.1 LEWA W e  have 

and v f E X*, 
Y 

I n  addition, X* is a closed subspace of L~ ( x , ~ )  and is closed w.r . t. comergence 
Y 

in measure. 

[Note: The topology of convergence in m e a s u r e  on X* coincides with the 
Y 

2 
L -topology, hence w i t h  the L'-topologies. ] 

28.2 REMARK It follows £ ran  28.1 t h a t  a f i n i t e  product fl...fn (fi E X* 
Y' 

i = 1 ,..., n) is in L'(X,~) (0 < p < m). 

28.3 LEbNA L e t  fl, ..., fn  E X*. 
Y 



n odd: 

n even: 

where the sum is wer a l l  partitions {P1,...,Pd21 of { l , . . , n  such that 

P, = {\, jk} with ik < jk (k = 1,. . . ,n /2 )  . 

28.4 EXAMPLE Suppose that fi  = f (i = 1,. .. ,n) -- then 

[Note: H e r e  

(n-l)!! = 1.3 * - *  (n-1) .I  

28.5 RAPPEL 

is the bosonic Fock space over X*. 
Y 

[Note: The f a c t  that we are working over R - rather  than C - is of no importance.] 



Let  fl,f2, ... be an orthonormal basis for X*. Take n > 0 and consider any 
Y 

sequence K = {k.) of nonnegative integers, ahmst a l l  of whose terms are zero, 
7 

with C k = n. Let 
j j 

the collection {fn(r)} is an orthonormal basis for BO (x*) (cf. 6.4). 
n Y 

28.6 IEMM?l Let {f.} be an or thomml basis for X* -- then the functions 
3 Y 

2 
constitute an orthononnal basis for L (XI y) . 

2 
Let Wn denote the closed linear subspace of L (X.y) generated by the 

2 
where C k .  = n, and let In denote the orthogonal projection of L (X,y) onto 

j 3 

wn -- then 

and V f E LL(x,y), 



2 
28 -7 The chaos decanpsition of L (X, y) is, by definition, the 

CO 

splitting $ Wn. 
n=O 

[Note: The chaos dec~lrposition is indeperdent of the choice of the ortho- 

normal basis in X* .I 
Y 

Define now 

Then 

is an iscanetric i m r p h i s n .  

In particular: v f E X; ((f r 01 , 



Therefore 

Then 

2 
28.8 The A, (f E P) are linearly independent and total in L (x, y) 

Y 

(cf. 6.8 and 6.9). 



Therefore 

Then 

2 
28.8 The A, (f E P) are linearly independent and total in L (x, y) 

Y 

(cf. 6.8 and 6.9). 



[Note: Conventionally, A = 1.1 
0 

PROOF In fact ,  

I A A d y = < A  A > 
X f g  f '  g 

= e Cf'g' (cf. 6.6) . I  

28.10 REMARK The preceding considerations generalize t o  the in f in i t e  

dimensional case what has been already seen i n  the  f i n i t e  d k s i o n a l  case. Thus 

take x = R~ - arii let 

H e r e  X* = X* = Rn. L e t  f E X* say 
Y - Y' 



Then 

the square of the euclidean norm of f. Noreaver, the arrow 

2 n 
identifies BO ( R ~ )  with L (R , y) . - - 

Let fl, ..., f E X* - then by ronstruction, 
n Y 

1 
T (P (fl C3 --• 8 fn)l = - I (fl" .£,I. n n m 

[Note: Bear inmind that 

2 
fl 

0 . -  f E L (X,Y) (cf. 28.2).] n 



[This is clear (T being isometric) . J 

28.12 LEMMA Let f E X* (f ;t 0) -- then 
Y 

n 
m(f 

PROOF For 

And 

f  ) = n !  Id21 C (-1) £ 1  
n-2k 

Hn ' ( 
I l f l  12 k=O zkk!(n-2k)! llf112 

[Note:   he linear span of the I, (fn) (f E X*) is dense in Wn (cf . 6.5) .I 
Y 

The final result of this § is the generalization of 28.1 £ram n = 1 to n > 1, 

thus taking us full circle. 



28.13 LEM!?JA W e  have 

In addition, Wn is a closed subspace of L'(X,~) and is closed w.r . t .  convergence 

in measure. 

[Note: The topology of convergence 

topology, hence with the LP-topologies. ] 

2 in measure on Wn coincides with the L - 

The f i r s t  step is to prove that 

when 2 I p < q. Since this is a simple corollary to the generalities outlined 

in the next 5, detai ls  w i l l  be postponed un t i l  then. However, it is perfectly 

possible t o  proceed i n  an elementary (albeit  tedious) manner, s tart ing w i t h  p = 2, 

q = 4, and fran there by induction t o  p = 2, q = 2k, which suffices. Indeed, 

given 2 < p < q, choose 2k > q -- then 



Suppose next that 0 < p < 2 5 q. Qzoose r > q and define s E 10,1[ by 

1 - s 1-s - - - + - - -  then 
9 . P  r 



This leaves two possibilities: 

1. O < p < q < 2 :  

28.14 RAPPEL L& {Ek:k 2 1) be a sequence of randm variables on a pmb- 

ability space (Q,A,y) . Fix p: 0 < p < a. 

If ek -+ 6 in measure and if the 1 cklP are uniformly integrable, then 

1 
N.B. If the ck E L  (52.p) and if 3 p > 1, M > 0 such that 

I E ~ I ~  dl! 2 M v kt 

then the 1 Gk 1 are uniformly integrable. 

Returning to 28.13, suppse that {fk:k 2 11 is a sequence in Wn:fk -+ f in 

L 
measure -- then we claim that {fk:k 2 11 is L -Cauchy. For if not, then 3 

increasing sequences u(k) , v(k) and E > 0: 



Let 

- fu(k) - 'v(k) 
Fk - 

I Ifu(k) - 'v(k) 1 12 

Then Fk -; 0 in  measure. On the other hand, ( 1 ~ ~ 1  l 2  = 1, thus the 

uniformly integrable. Therefore I  IF^ 1 1 + 0, contradict- 

2 2 
So {fk:k 2 11 is L -Cauchy, herre f E L (X,y) an3 fk f .  The earlier discussion 

L~ 

then -lies that fk --c f (0 < p < a). And the rest is now obvious. 

LP 



929. CONTRACTTON THEORY 

Le t  X be a separable LF-space. Suppose that y is a centered gaussian 

measure on X -- then as we have seen i n  528, there is a canonical isometr ic  

iscmorphism 

2 
T:BO(X*) -t L (X,y) 

Y 

such that 

T =(f = Af (f E X*y) . 

Let A:X* -+ X* be a bounded linear operator with 1 I A ~  1 I 1. Define 
Y Y 

r (A) : EO (x;) + BO (x*) 
Y 

as in 6.14. Put 

rT (A) = TI' (A) T-I. 

Then 

is a b o d e d  l i n e a r  operator such that 

29.1 LEMMA TT (A) admits a unique extens ion to a bounded linear operator 

such that V f E L'(x, y) , 



[Note: A s  a spec i a l  case, 

which is prec i se ly  the Omstein-Uhlenbeck sesnigroup (see §30).] 

2 29.3 REMARK Fix r: lr[ < 1 - then V f E L (X,y), 

29.4 THEOFEM (Nelson) If 1 2 p r q < m and if 



Although we shall not stop to give the proof of this result (it can be 

approached in a number of ways), note that 

thus it suffices to consider the case when A = rI subject to 

PRCXlF In fact, 



or still (cf . 29.5) , 

W e  are now i n  a position to tie up the loose end in  28.13 which, as will be 

recalled, is the assertion that V f € Wn, 



m begin w i t h ,  it is clear that V f E Wn, 

This said, assume that 2 I p < q. Write 

Then 

as desired. 



530. SOBOLEV SPACES 

L e t  X be a separable IF-space. Suppose that y is a centered gaussian 

measure on X -- then there is a canonical isometric imrphism 

such that v £ E X* 
Y' 

T exp (f) = l\f (cf . 528) . - 

2 
Then the collection {Tt:t 2 01 is a strongly continuous &group on L (X ,y )  

with 1 1 T, 1 1 = 1 'd t I the Ornstein-Uhlenbeck semigroup. 

30.2 EXAMPLE L e t  f E X* (f z 0) - then 
Y 



Therefore 



30.3 In view of 29.1, Tt admits a unique extension to a bounded 

linear operator 

such that V f E LP(x1y), 

[Note: If I s  p 2 q < 

(cf. 29.4) . I  

30.4 LE$MA If 1 < p < 2, then LP(x,y) 3 LL(xIy) and In extends to a bounded 

linear operator on LP(x, y) . 
2t 2 

PIlCKlF Choose t > 0:2 = e (pl) -t 1 -- then V f E L (X,y), 

I le-nt~ n (£1 I I p  

= I btIn(f) I l p  

112 

112 



[Note: This fails for p = 1.1 

2 
30.5 If p > 2, then L'(x,~) c L (&y) and In n?S'tricts to abounded 

P linear operator on L (X,y) . 
P 

pw30F m s e  t > 0:p = e2t + 1 -- then v f E L  (~,y), 



30.6 REMAW M 1 < p < 2 or 2 < p, then 3 f E L'(x,Y) such that 

sup I I1,(f) I I p  = 
n 

Define L by the r e l a t i o n  

2 
Then L is selfad j o i n t  ard is the generator of the s d g r o u p  { T ~ :  t s 0 1 on L (X, y) . 

30.7 ImNA The damain of def in i t ion  Dcm(L) of  L is 

And on this domain 

[Note :  

m ( ~ )  = T m ( N )  (cf. 6.17) . I  

30.8 J3XAMPLE Let f E X* (f ;t 0) - then Af E Dcxn(L) and 
Y 

2 
LAf = ( 1  I f 1  l 2  - f ) A f  



In fact,  

- d - -  (cf . 30.2) 
dt / 

When specialized to the f in i t e  dimensional case, it is clear that  the 

preceding considerations are equivalent to those of 523, where it was pointed 

out that m ( L )  is a Soblev space, L being realized as 

A -x-8 ( X = R ~ ,  - y = yn) (cf. 31.1). 

How does one extend this set of circumstances to the inf ini te  dimensional case? 

Using the spectral theorem, w r i t e  

Then 

30.9 Given r > 0, we have 



30.10 LE@MA v r > 0 & v p r 1, (1 - L) -r/2 is a bounded linear operator on 



Since constants are preserved. the norm of (1 - L) -r/2 is e x a c t l y  one. 

(1 - L) 
-r/2 

(1 - Ll -s/2 = (1 - L) - (r+s) /2 

as bounded linear opexa-brs on L ~ ( X , Y )  (P 2 1). 

PROOF Write 

( 1  - L) -r/2 - 4 2  
(1 - L) 



30.12 P u t  ( 1  - L ) O  = 1 -- then the collection {(l - ~ ) - ~ / ~ : r  2 0) 

is a strongly cont inuous semigroup on L ~ ( x , ~ )  (p r 1 ) .  

2 [ m t e :  L ~ - c o n t i n u i t y  follow £ran L -continuity and the latter is imnediate.  ] 

30.13 - IEM%l V r > 0, (1 - L ) - ~ / *  is injective. 

PWX)F (1 - L)-' is certainly injective. To establish injectivity i n  the 

range 0 < r < 2, write 

( 1  - L) - 2 -  2 ( 1  - L) -r/2 = (1 - L) -1 (cf . 30.11) . 

To establish injectivity in the range  r > 2, bootstrap back to the case 0 < r I 2. 

is dense in LP (x, y)  (p 2 1) . 

=> 

( 1  - LJ -r'2 L P ( x , ~ )  3 w n ' 

[Note :  R e c a l l  that V n, 

wn c L'(x,~) (c f .  28.13) .] 



Put 

Then (x, y) is complete and will be termed the Sobolw space per the pair 

(ptr)  (p 2 1, r 2 0) - 
[mte: When r = 0, 

WPfO(x,y) = IJP(xt.0 .I 

30.15 mml?~ The d-in of definition Dm (L) of L is 2' (x, y) - 

Then 



Conversely, given f E DQn(L), put g = f - Lf -- then 

30.16 LEMMA Suppse that 1 5 p 5 p' and r 6 r' - then 

and 

PROOF For 



12. 

We have defined @ ' r ( ~ I y )  i f  p 3 1, r 2 0 and by construction 

(1 - L) - r / 2 : ~ ~ ( ~ , y )  + WPrr ( x , ~ )  

is an isometric isarcrorphisn. Given f E LP (XI?() , put 

I I f 1  IpI-r = - L) -r/2f I I p. 

m t e  by @ ' - r ( ~ , y )  the completion of LP(xIY) w.r.t. / 1 -  

(1 - L) - r 2 : - r x I y  + LP(x.y) . 

[ m t e :  In genera l .  the elaents of @'-r (x,y) are not functions.] 

1 1  
30.17 LEMMA Fix p,q > 1: - +  - =  1 and r 3 0 -- then the dual of WPrr(x,y) 

P 9 

is ~ q ~ - ~  ( x , ~ )  . 

PROOF Denote the arrows 



Then the composite 

(A* )-I 
P l r  

LP(x,.O * - yfJ (x,Y) * 

identifies WPrr (x, y) * w i t h  @'-r (x, y) . 
[m: f E yfrr (xIy) ( c L ~ ( X , ~ )  and if g E L ~ ( X , Y )  ( (&Y) ) , 

then 

30.18 REMARK L e t E  be a separable real Hilbert space -- then the spaces 

- 
@l" (x,Y;E) 

can be defined i n  the obvious way and it is still the case that 

1 1  $ f r ( ~ , y ; ~ ) *  = @ ' - r ( ~ , y ; ~ )  (p,q > 1: - +  - =  1 and r 2 0 ) .  
P q 



Let @:Rn - + R - - then (9 is said to be slowly increasing i f  (9 is cm and it 

ar?d a l l  its partial derivates are of polynomial growth. 

[Note: In particular, every polyMknia1 is slowly increasing.] 

Write O(Rn) - for the set  of slowly increasing functions on gn - then each 

(9 E 0 (R*) - has a gradient V(9 ard v x. h E $, we have 

H e r e  

[Note : Obviously, 

31.1 LEMMA L e t  yn be the standard gaussian measure on R" - -- then 

n 
~ ( 9  (x) = A@ (x) - C xiai@ (x) - 

i=l 

PRDOF For t > 0, 

d - T (9 (x) dt  t 





[Note: Strictly speaking the differentiation is pointwise but by dQninated 

2 n 
convergence, it takes place in L (R , y) .I - 

L e t  X be a separable LF-space - then a function a:X -t R - is slmly increasing 
if it has the form 

where Xi E X* i = 1 . . . , n) ard @: R" - + R - is slmly increasing. 

Write O(X) for the set of slowly increasing functions on X -- then each 
a E O(X) has a gradient Va and t/ x,h E X, we have 

Here 

Suppose that y is a centered gaussian measure on X - then H($ is a separable 

real Hilbert space and the injection H ( y )  -t X is continuous, hence X* -t H ( y )  * under 

the arrow of restriction. 

[Note :  If 

is s l d y  increasing, then one can always arrange that the Xi are orthonormal 



(Gram-Schmidt the data) . I  

To reflect this additional strclcture, we shall say that a function F:X -t R - 

is differentiable along H(y) if v x E XI 3 an element 

VYF(x) E H (y) 

such that 

d ahF (x) = - F (x + th) I dt = < hIV F(x) > V h E H(y). 
t=O Y 

[Note: Tf F is differentiable along H(y), then V F is a map from X to H(y).] 
Y 

31.2 U3N4 If a is slowly increasing, then a is differentiable along H(y) 

and V x E X, 

31.3 LEMMA (Integration by Parts) Let a E O(X) - then V h E H(y), 

PROOF We have 



31.4 EXAMPLE V h E X*, 

31.5 IJ3P@ SupFoae that {a,] and IBn] are t w o  sequences in O(X) which are 

fundamental in the n o r m  N and converge in L P ( x f y )  to @ - then the sequences 
~ l l  

a and {V f3 1 have the s- limit in L ~ ( X , ~ ; H ( ~ ) ) ,  denoted by V 9 and called Ivy n ~n Y 

the Sobolev derivative of $. 

PFOOF G i v e n  any h E X*, 



D i t t o  for 6,. Since the e a are dense in L P (X,y) , it follows that ahan and 

ahBn have the same lknits in LP(x,y) , hence 

l imVa = l i m V B  
Y n -Y n 

31.6 THEOREM (Wyer) F i x p > l - - t h e n o n O ( ~ ) ,  themnnsN and I I 0 I I p I l  
PI1 

are equivalent. 

This result implies that the completion of O(X) w.r . t .  N can be identified 
PI 1 

1 
w i t h  @' (X,y) (up to equivalence of norms) . In particular: Each element of 

@' (XI y ) admits a Soblev derivative. 

31.7 REMARK The entire procedure can be iterated, i.e., extended from k = 1 

t o k > l .  



admits a unique extension to a bounded l i nea r  operator 

V :@'r+l(~Iy) + @ " ( ~ , y ; ~ ( y )  1. 
Y 

is the dual  to 

V :@'r+l(~Iy) + w ~ ' ~ ( x , ~ ; H ( ~ ) )  (cf. 30.17). 
Y 

N.B. It therefore  makes sense to form + V*V &ere - Y Y' 

V :@'r+l(~Iy) + @ ' r ( ~ , y : ~ ( y )  ) 
Y 

and 

31.9 UMMA Let 



31.10 EXAMPLE Recall that (x, y) is the domain of L (cf . 30 .l5) . This 
said, we claim that 

L = -  V?VY I 

where 

and 

Thus let a,B E O(X) -- then 



[Note: To check that  

take X = R", - y = yn, and apply 31.1.1 

The divergence of an element A E WZrl(X, ;H(Y) ), written di 

Accordingly, with th i s  convention, 

L = div v 
Y' 

[Note: In Rn, - the laplacian is the divergence of the gradient. ] 

31.11 U3MA Fix an orthonormal basis {h . : j 2 1 )  for H (y) . Given 
J 

A E WZrl(~ ,y ;~(y)  1, write 

Then 

2 
the series being convergent in L (X, y) . 

[Note: In general, the series 



do n o t  canverge on their own.] 

31.12 EZQPLF: Let a E O(X) - then 

Compare this with 31.1: The role of Aa (x) is played by 

and the role of x- Va (x) is played by 



Let X,Y be Banach spaces over R - -- then a function F:X += Y is said to be 

differentiable at x E X if 3 a continuous linear map DF(x):X -+ Y such that 

F being called differentiable if F is differentiable at each x E X. 

[Note: A differentiable function is necessarily continuous.] 

The derivative of a differentiable function F is thus a map 

32.1 EXAMPLE Take Y = R - - then DF:X -+ X* an3 F admits a gradient, viz. 

VF (x) = DF (x) . 

Equip B(X,Y) with the operator norm. Suppose that F:X -+ Y is differentiable - 
then it rrakes sense to consider the derivative of DF, the second derivative of F: 

or still, 

where B (X,Y) is the Banach space of continuous bilinear maps of X x X into Y. 
2 

[Note: This process can, of course, be iterated.] 



32.2 REMARK By definition, F is continuously differentiable if 

is continuous (which is implied by the existence of D'F) . 

Suppose that H is a linear subspace of X equipped with a stronger BaMch 

space topology (so that the injection H +- X is continuous) - then a function 
F:X -t Y is said to be H-differntiable if V x E X, the function h +- F(x+h) is 

differentiable at h = 0. The H-dcxivative of F, written D$, thus gives rise 

to a map 

D$:X + B(H,Y) . 
The construction can then be iterated. In particular: 

A differentiable function is necessarily H-differentiable (but not conversely). 

32.3 EXAMPLE Assume that X is a Hilbert space and let H be a proper subspace. 

Fix ho E H (ho # 0) and define F:X +- 5 by 

Then 



In fact, 

On the other hand, 

= 0. 

[Note: This function is infinitely H-differentiable but is not continuous.] 

2 2 
32.4 EXAMPLE Take X = L [0,11, Y = L [0,1] and define F:X -t Y by 

F (f) (t) = sin (f (t) ) . 

Then F is nowhere differentiable. On the other hand, F is H-differentiable 

(H = C[0,1]): V h E H, 

DHF(f) (h) (t) = cos (f(t)lh(t). 



m fact, 

1 2 
5 T SUP [h( t )  1 . 

Ost<l 

Given separable Hilbert spaces H1 and H2, l e t  &2(ff1,HZ) stand for the set 

of Hilbert-Schmidt operators f r m  5 to  ff2 -- then &2(ff1,H2) is a separable 

Hilbert space when equipped with the Hilbert-Schmidt inner product. 

[Note: In general, the set  if; (fflr ff2) of n-rrplltilinec ~ i l b e r t - S c W t  

operators from H1 to ff2 is a separable H i l b e r t  space.] 

n 
32.5 FaMARK L e t  Hl = f f ,  f f2  = R a n d  - put cn = ~ ~ ( f f , ~ )  - then En is 

canonically iscmrphic to k2 (HI - Hn - ) . 

In practice, H and Y are separable Hilbert spaces and DHF(x) E L+(HIY). 

Therefore DHF is a Hilbert space valued map, hence a l l  higher derivatives D? also 

take values i n  a Hilbert space. 

Assm now that X is a separable Banach space and l e t  y be a centered 

gaussian measure on X -- then in what  follows, the role of H c X w i l l  be played 

by H (y) and we shall abbreviate D 
H (Y) 

t o D  
Y' 



32.6 LEMMA Fix p > 1. Put 

(cf . 29.5) 

is infinitely differentiable and 

where 

32.7 EXAMPLE Let @:X -t R - be bounded and Borel. Put 

m (XI = I, o (x+Y) dv (Y) . 

Then Q is infinitely H-differentiable and 

mw fix an o r t h o m m l  basis Ch. : j 2 11 for H(y)  and apply Bessel's inequality 
J 

to get 



Therefore D cP (x) is Hilbert-Schmidt and 
Y 

Higher derivatives can be dealt with analogously. 

32.8 LEMMA Fix t > 0 and p > 1. Put 

Then the function 
- 

H(Y) -+ L~(X,Y) 

(cf. 29.5) 

h + p(trhr.1 
- 

is infinitely differentiable and 

where P is a polynanial on R~ - whose coefficients are polylMmials in the 



and 

32.9 EXAMPEXAMPLE L e t  @:X + R - be bounded and Bore1 -- then V t > 0, the function 

Tt@:X + R - is infinitely H-differentiable and V h E H(y) , 

P&W f ix an orthonormal basis {h j r 1)  for H ( y) and apply Bessel ' s inequality 
j 

to get 
CO 

2 / ah ,Tt@ (x) I 
j=1 J 

< ' = .  

Therefore D T $(x) is Hilbert-Schmidt and 
Y t 

Higher derivatives can be dealt w i t h  analogously. 



S u p s e  that +:X + R is bounded and Borel. Given t > 0, define Pt+:X + R - - 
bu 

Pt+ (XI = fx + (x + 6 y) dy (y) 

and make the convention that Po+ = 4. Then 

N.B. Here R (f) = h, hence R (f ) = h, where fo is a linear nodel for f - Y Y 0 

(cf. 26.101, and by construction, fo(K y) = fo(y) (fo is linear on Eo and 

identically zero on X - Eo). SO, without loss of generality, it can and will be 

assumed that f has this property as well, thus 

or still, 



32.10 LEMMA Pt$ is infinitely H-differentiable and 

[Note: It follows from this that 

Denote by %(X) the Banach space of bounded uniformly continuous functions 

on X eladowed with the supremum norm. 

[Note: 

32.11 LEbNA The collection {pt: t 2 01 is a strongly continuous sanigroup 

on bCu (X) . 
PROOF Fram its very definition, P = I. Noting that y is the image of y x y 0 

under the map 



we have 

- - Pt+,O (XI . 
There ramins the verification of strong continuity. Fix E > 0 - then 3 6 > 0: 

Accordingly, 



32.12 REMARK The story for the Omstein-Uhlenbeck semigroup is a l i t t le 

b i t  different. Indeed, 

but the collection {Tt:t L 01 is not strongly conti.nuous on bCU(X). 

Sane of the formulas appearing above implicitly assunse that  the data is 

infinite dimnsional but this is not necessary. E .g. : Take X = $, y = yn - 
then under suitable regularity hypatheses, 

= e tA/2 4 (x) . 
It is for this rmson that, i n  general, the collection {pt: t 2 01 is called the 

heat semigroup. 



533. POSITIVE DEFINITE FUNCTIONS 

Let G be an additive group. Given a function x:G + C, put - 

K ( 0 , ~ )  = ~(-r-d (0,~ € GI. 
X 

Then x is said to be positive definite if K is a kernel on GI i.e., if for all 
X 

G 

c - I 

we have 

n -  
C C.C.X(GT - o . )  2 o. 

1 1  j 1 i, j=1 

33.1 EXAMPLE Let X be a topological vector space. Let p be a probability 

measure on Cyl (X) -- then its Fourier transform 2 is a positive definite function 
on G = X*. In fact, 



33.2 EXAMPLE LetX be a separable real Hilbert space -- then the function 

is positive definite on G = X. In fact, 

[Note: Recall that < , > and e'" are kernels on X (see 814) .I 

33.3 THM)REM (Bochner) In order that a function X:~n - -P C - be the Fourier 
transform of a probability masure y on Bor - , it is necessary and sufficient 
that x be positive definite, continuous, and equal to one at zero. 

[Note: The characteristic function of gn is positive definite and equal 

to one at zero but it is not continuous.] 



33.4 EXAMPLE LetX be a separable real  H i l b e r t  space. A s s m e :  dim X = a -- 
1 2 Men the function x + exp(- 1 1x1 I ) cannot be the ~ourier  transform of a prob- 

ab i l i ty  measure on Bor(X1.  Proof: It is not weakly sequentially continuous. 

[Note: One can also argue directly. Fix an orthonormal basis {en} for  X 

and assume that 

for some probability measure p on Bor (X) - then v n, 

But V y. l i m  <en,y> = 0, hence by dGaninated convergence. 
n+O0 

33.5 REMaRK Therefore 33.3 is false in the context of inf ini te  dimensional 

separable real  H i l b e r t  spaces and one of the objectives of the present § is t o  

address this issue (cf . 33.10) . 

Let E be a vector space wer R. - Per 517, take a = 0 and write 

Then there is a canonical one-to-one correspondence 

m(E) <->S(W(E)) (cf. 17.16). 



Naw equip E with the f i n i t e  topology (cf. 18.2) - then the elements of 

PD(E) which are continuous in the f i n i t e  toplogy are precisely the characteristic 

functions of the nonsingular states on W (E) o r  still, the elesnents of the folium 

F (cf. 18.7). ns 

P # Let E '  be the algebraic dual of E - then V X E E and any f i n i t e  dimmional 

linear subspace F c E, the restr ict ion A I F  is continuaus, thus by the very definition 

of the f in i t e  topology, A:E -t R - is continuous. 

# # Given e E EI define &E -t R - by G ( x )  = <e,X> and l e t  Cyl(E ) be the o-algebra 

# generated by the 2. I f  .~t is a probability masure on m1 (E ) , then its Fourier 

transform is the function 

33.6 LEWJA i; is p s i t i v e  definite, continuous i n  the f i n i t e  topology, and 

equal to one a t  zero. 

PROOF To verify the continuity of in the f i n i t e  topology, f i x  F and let 

# # rF:E + F be the arrm of restr ict ion -- then 

33.7 THEOW (mlmgorov) Suppose that x:E -t C - is positive definite, 

continuous i n  the f i n i t e  topology, and equal to one a zero -- then x is the 



# Fourier transform of a unique probability measure p on Cyl(E ) . 
# A PRWF Let A be a J3an-d. basis for E -- then E can be identified with R . - 

Let f be the family of finite non-y subsets of A. Attach to each a E F a 

function xa:~a - + c by 

Then x is positive definite, continuous, and equal to one at zero, so, by a 

Bochner ' s theorem, 3 a unique probability masure p on   or (R~) such that a - 
h 

pa = . The collection of measures {pa: a E F} is consistent in the sense that 

- -1 B 
pa - p~ O IT@ 

whenever a c B (IT :R + R~ the projection) . Therefore 3 a unique 
Ba - - 

A -1 probability measure p on Cyl(R ) such that V a, pa = p o ira 
A - (na:2 + R~ - the 

projection) . But 

# Accordingly, p can be interpreted as a probability measure on Cyl(E ) and it is 

then easy to check that = x. 

33.8 EXAMPLE Take E = and equip E with the finite topology -- then the 

set of positive definite, continuous functions on E which are equal to one at 

zero coincides with the set of Fourier transforms of probability measures on 

# Cyl (E') . Since E can be identified with Ftm - and since under this identification, 



# Cyl(E ) becomes Cyl(Rm) - , it follows that the set  of Fourier transforms of prob- 

ability measures on Cyl(Rm) - is the same as the set  of positive definite, continuous 

functions on Roo which are equal to  one a t  zero. 
-0 

[Note: ~ e t  us also bear in mind that R~ - is a separable LF-space an3 cyl(Rm) - = 

33.9 IXWA L e t  X be an infinite dimensional separable real H i l b e r t  space. 

Suppose that 1-1 is a f ini te  B r e l  measure on X -- then 

iff  3 a nonnegative, symnetric, trace class operator K such that V u,v E X, 
1-I 

in which case 

Given an infinite dimensional separable real H i l b e r t  space X, write K for 

the set  of nonnegative symnetric operators on X which are of the trace class. 

33.10 THEORB3 (Prokhomv) Let x:X +- C -- then x is the Fourier transform 

of a probability measure p on B o r ( X )  i f f  x is positive definite, equal to  one 

at  zero, and 



We shall first consider the necessity. So suppose that x = G, where y is 

a probability measure on Bor(X). Fix E > 0 and choose r > 0: 

Then 

e <xfY' dy (y) + J e &i <x,y> 
x(x) = ! d~ (Y) . 

I lyl I I I Y I I  > r 

it will be enough to produce a KE E K such that 

TO this erd, write 



Apply 33.9 to the measure 

to get KE E K :  

from which 

as desired. 

Turning to the sufficiency, observe first that condition P inplies that 

Re x is continuous at the origin. But x is positive definite, hence 

So y, is continuous at the origin, thus everywhere. Now fix an orthonormal basis 

{e.) for X. Put 
3 

Then Xjl, ..., j satisfies the conditions of 33.3. Therefore 
n 

where 1-1. is a probability measure on Bor (R~). It is clear that the 
llf -Jn - 

collection {V . } is consistent, thus 3 a unique probability measure v on 
jlf-=., I I, 



Bor ( R ~ )  - such that 

Here 

P W F  By hypothesis, v E > 0, 3 KE E K: 

1 - Re ~ ( x )  I <x,KEx> + E V x E X .  

This said, we have 



But 

m 2  viw: C c .  (w) < m) = 1. 
j=1 3 



To finish the proof of the sufficiency, let 

Thus < is defined on R~ a. e. [v] and is an X-valued Bore1 measurable function. - 
Put p = v 0 5-1 -- then p is a probability -sure on B o r ( X )  an3 V n 2 1, 

hence = X. 

33.11 REMARIZ Assign to each K E K a seminorm pK:X + R - by writing 

p,(x) = <x,KX> (X E X ) .  

Then these satxinorms generate a topology on X, the  Sazonov topology. Suppose 

that x:X + C - is positive defini te  w i t h  x ( 0 )  = 1. Assume: x is continuous in 

the Sazonov topology - then x sa t i s f i es  condition P. To see th is ,  f i x  E > 0. 

ming to the continuity of x i n  the Sazonw tapology, 3 KE E K: 

But 



So, for a l l  x E XI 

33.12 E3CAMPLE Fix a E XI K E K -- then the function 

is the Fourier transform of a probability measure on Bor(X) (which is necessarily 

gaussian (cf . 26.3) ) . 
[ I t  is clear that x is positive definite with ~ ( 0 )  = 1. Now take a = 0 

(cf. 26.5) and note that cordition P is satisfied. Proof: 

33.13 THEOREM (Wurier) Let X be an infinite dhmsional separable real 

Hilbert space. Suppose that y is a gaussian measure on XI hence 

where a E X and K is nonnegative a d  symnetric (cf. 26.3) -- then K is trace 
Y Y Y 

class. 

P W F  Take a = 0, thus 
Y 



In condition P, choose 

Theref ore 

But this implies that 



for all x E X, so K is trace class. 
Y 

[Note: If 3 x  E X such that 

then <x,K x> ;r 0 and 
Y 

33.14 REMARK Take a = 0 - 
Y 

J, ea 

Therefore 

l ( ~ l ~ ~ d y ( x )  < 00 (cf. 26.37) .  



But V u,v E X, 

The fact that K is trace class thus follows £ran 33.9. 
Y 

Keeping to the supposition that X is an infinite dimensional separable real 

Hilbert space, let y be a centered gaussian measure on X. ~dentify X and X* and 

assune that K > 0. Fix an orthonormal basis {en) for X consisting of eigenvectors 
Y 

for K :K e = hnen (An > 0: E An < w) -- then > 0 and is Hilbert-Schidt. 
Y Y n  n=l 

2 33.15 IiEMARK The closure of X = X* in L (X,y) is the capletion of X w.r.t. 

the norm x + <Kx,Kx>. In fact, 
Y Y 

Therefore X* can be identified with the Hilbert space of real sequences {an:n r 1): 
Y 

33.16 LEMW The Camsron-Martin space H (y) of y is K x ,  hence is dense in X. 
Y 



[Note: H e r e  

33.17 RBJIARK W e  have 

Indeed 

Tr> run a reality check, write 



[Note: In terms of the expansion 

x E H(y) iff 

Let Y1tY2 be centered gaussian measures on X. Suppse that H (yl) = H (y2) 

and that the norms 

are equivalent. Put 

and 

Then T:H -+ H is an invertible bounded linear operator. mrewer, V h,h' E H, 



Therefore yl Q y2 iff &- &- -' - I is Hilbert-Schmidt (cf . 27.16) . 
Y2 Yl 



534. TNTEGRATf ON ON THE DUAL 

Let  X be a separable W-space with sequence of definition {Xn}. 

34.1 LEMMA Suppose that x:X -t C - is positive definite, ~ ( 0 )  = 1, and 

v n, xIxn is continuous - then x is continuous. 

PROOF It suffices to prove that x is continuous a t  0. Fix E > 0. For each 

n, c h a s e  an open convex neighborhood Un of 0 in Xn: 

Let  U be the subset of X consisting of a l l  e l m t s  of the form x = xl + --• + xn, 

where xi E Ui (i = 1,. . . ,n) (n variable) -- then U is a neighborhood of 0 in X. 

Since 

it follows that in U: 

W r i t e  for X* equipped with the weak topology (i.e., with the topology of 

pintwise convergence: hi + h i f f  V x E XI hi(x) + A (x)) - then is lusinien 



(cf . 25.21) , thus every Barel measure p on XG is Radon. 

Given x E X, define 2 E (XG) * by 2 (A)  = A (x) -- tlw the arrow 

is bijective, hence X can be regarded as the dual of its weak dual. 

34.2 Ll3Wi Let Cyl (X*) be the a-algebra generated by the 2 (x E X) -- then 

Cyl(X*) = Bor(XG). 

Let p be a probability measure on Bor (X;) - then the Fourier transform of 
p is the function $:x -+ C - defined by the rule 

It is clear that is positive definite. mrewer, $ is continuous. In fact, 

the restriction fi lxn is continuous V n (dcgninated convergence) , from which the 

assertion (cf. 34.1) . 

34.3 RDLWT5 Let p be a probability measure on E b r  (X;) - then ;:X + C - 

is positive definite, continuous, and equal to one at zero, so on abstract grounds 

(cf. 14.10) 3 a corrq?lex Hilbert space HA, a unitary representation UA of X On 
p I-' 

H6, and a cyclic unit vector x E ff such that 
A A 

IJ u 1-I 



Explicitly, this data can be realized as follows: 

U, (x) = multiplication by e &if; 

Indeed, the function 1 is cyclic and 

The map 1-1 + 6 frm the probability measuxes on Bor (X:) to the continuous 

positive definite functions on X is one-to-one but, in general, is not onto but 

this will be the case if X is nuclear. 

34.4 THM>REM (Minlos) Suppose that X is nuclear - then a function x:X + C - 

is the Eburier transform of a probability measure u on Bor(X6) iff x is positive 
definite, continuous, a d  equal to one at zero. 



The proof rests on EXXE preliminaries which are probabilistic in nature 

( nuclearity plays no role in these considerations). 

By definition, a linear process L on X is the assignment of a probability 

- 
masure k,. . .x on Bor ($) - to each finite sequence xl, . . . , x of elements in X 

P P 

subject to the assumption: 

(A) I£ xl, ..., xp ard yl, ...,y are two finite sequences of elments of 
q 

X that are connected by linear relations 

q 
xi = C a. .y (i = 1, ..., p), 

j=1 11 j 

then v B E EQr(F?), - we have 

A 
XI.. .X 

(B) = fl 
Y1- *Yq 

(f-l(B) ) I 
P 

where f : ~ ~  - -t R~ - is the linear map with matrix [a. . I .  
1 3  

[Note: The A 
XI.. .X 

are called the marginals of L. 1 
P 

34.5 EXAMPLE Let x:X -+ C - be positive definite, continuous, and equal to 
one at zero -- then x gives rise to a linear process on X. Thus let xl, ..., x 

P 

be a finite sequence of elements in X - then the function fram R~ - to C - defined 

by 

satisfies the conditions of 33.3, hence 3 a probability measure Ax on 
1" ' x ~  



And here, the requirements of condition (A) are clearly met. 

34.6 REMARK Every probability m u r e  y on Bor (q) determines a linear 

process on X: Given a finite sequence xlf ... .x of elmxmts in XI define a 
P 

probability measure p on  or (#) by specifying that 
' ' '"P 

- 

h1.. .xp (B) = { A : ( ~ ( )  . (A)) E BI. 
P 

Then condition (A) is autamatic. 

are called the marginals of p. ] 
P 

34.7 Ll3NA Suppose given a linear process 1 on X - then 3 a probability 

measure p on Bor(G) whose marginals are those of L iff V E > 0 & V n. 3 a 

neighborhood Un(L) of zero in Xn such that v p. 

where 

I ~ =  I(tl,....t) ~ $ : l t ~ l  5 1 (1 5 i 5p)I. 
P 

[Note: This is a variant on Prokhomv' s wellknawn " (E ,K) -condition". I 



W e  shall  now pass to the proof of 34.4, it being enough t o  deal with the 

sufficiency . 

34.8 W P E L  L e t  E be a vector space over R - - then a seminorm I ( -  I I on 

E is said to be hilbertian i f  it is induced by sane nonnegative synsnetric bilinear 

form B on E x E, i. e. , if I I I I = a, where Q is the quadratic form associated 

with B. 

[Note: It is not assumed that 1 lei 1 = 0 => e = 0, thus B is not necessarily 

an inner product. 1 

Since X is nuclear, the same is true of each Xn, so for every neighbor- 

Un of zero in Xn, 3 oontinuous hilbertian sgnirrOm 

on Xn such that 

and 

Consider the linear process on X canonically attached to x (cf. 34.5). If 



its marginals sat isfy the criterion set d m  i n  34.7, then 3 a probability measure 

1-1 on Bor (s) : 

A 

And this implies that x = y. 

Step 1: Fix E > 0. Recalling that x is continuous, let Un be the neighborhcd 

of 0 in Xn consisting of those x: 

Ix(m x) - 11 5 E. 

Then V y E Xn: 

Step 2: Since Q2 is continuous, the set of x E Xn:Q2(x) 5 1 is a neighborhood 

of 0 i n  Xn, call it Un(L) .  Let xl,...,x E Un(L) ,  let ul, ..., u be an orthonormal 
P q 

basis per B2 for  the subspace of Xn generated by xl, ..., xp -- then 3 real  numbers 

rij(l c i c p, 1 e j c q): 



Then v i = 1, ...,p, 

~ u t  condition (A) gives: 

Theref ore 

S p  3: Iet St be the complewnt of S in R ~ .  Since - 

it follows that 



call the last integral I. 

Step 4: We have 

But 

Therefore 



Thus the conditions of 34.7 are fulf i l led by the lmrginals Ax 
1" * x ~  

34.9 REMARK L e t  X be an inf ini te  dimensional separable real  H i l b e r t  space - 
then its Sazonw topology (cf. 33.11) is not nuclear, so in th i s  context, 34.4 

is not applicable. 

W r i t e  X z  for  X* equipped with the strong topology (i.e., w i t h  the topology 

of uniform convergence on bounded subsets of X) .  

15 X is nuclear, then X is MDntel (being c q l e t e  and barreled), as is Xg 

(the strong dual of a PBntel space is PBntel). In addition, Xg is nuclear (the 

strong dual of a nuclear ~ r g c h e t  space is nuclear ard X s  is the projective limit 

of such duals) . 

34.10 LEMMA Suppose that  X is nuclear - then 



and Xg is lusinien. 

34.11 m P L E  C;(R") - is a nuclear separable LF-space. 

[Note :  c;(Rn) - * (the space of distributions), when equipped with the strong 

topology, is nuclear.] 

34.12 EXAMPLE S ( R ~ )  - is a nuclear separable F'r6chet space. 

[Note: S (Rn) - * (the space of tempered distributions) , when equipped with the 

strong topology, is nuclsar . I 

34.13 REMARK If X is nuclear, then X is reflexive (being Pbntel). Therefore 

the canonical arm X -t (X2* is an isamrphism of topological vector spaces. 

Suppose that X is a nuclear separable LF-space. Fix a continuous quadratic 

form Q on X:x t 0 => Q(x) > 0 -- then the function 

is positive definite (cf. 33.2), continuous, ard equal t o  one at  zero, thus by 

34.4, 3 a unique probability measure Y on Bor (Xg) (= Cyl (X*) ) such that  

1 
x = ,(- Q(x)) 

N.B. y is gaussian (cf. 26.3). - 



The induced measure y 0 (;)-I on R is centered gaussian with variance - 
o2 = Q(x,. And 

Denote by X the ccarrpletion of X per Q -- then X can be regarded as  the 
Y Y 

2 closure of ? i n  L (X* I Y) 

34.14 ILEkWi There exists an isometric iscxmrphisn 

characterized by the relation 

[Note: V x E X  (x ;to,, 

34.15 m L E  Take X = S (R") - i n  its usual topology a s  a ~ r & t  space. 

Put 

Because X is nuclear, 

masure y, on Xg, the 

- 
e w2 is the Fourier transform of a unique gaussian 

f ree  scalar f ie ld  of mass m. 



Here the theory implies that 

34.16 REMARK Take m = 1 - 

m= I 

then 

so the relwant completion is the Sobolev space 2 1 - l  (F?) - and we have 



535. T H E  W I E N E R  MEASURE 

The setting for the construction is either C[0,11 (which is a separable 

Banach space in  the topology of uniform convergence) o r  C[O,m[ (which is a 

separable l?r&het space i n  the topology of uniform convergence on ccarrpacta) . 
While the detai ls  i n  both cases are similar, the situation for C[0,1] is samewhat 

simpler so we shall  start with it. 

35.1 REM?GS There are various roads that lead t o  the W i e n e r  measure on 

C[O,l] but no matter what route is followed, the conclusion is that its topological 

support is the hyperplane 

To avoid certain teclmicalities, it w i l l  be best t o  proceed directly and deal with 

Co [O, 11 from the outset. 

Consider the collection C of subsets of CO[O,l] which have the form 

c = If: (f (tl) , . . . , f  (tn) ) E sl, 

where 0 < tl < t2 < =-• < t 6 1 ard B E B O ~ ( R ~ )  -- then E is an algebra and the n - 

o-algebra generated by C is 

W(Co[0,11) = Bor(ColO,ll). 

Define a set functionw:C +- [0,11 by 



where 

and 

Then it is clear thatw is finitely additive on C. 

35.3 m R E M  (Wiener) w is countably additive on C. 

W Therefore w can be extended to a probability measure P on the a-algebra 

W generated by C, i.e., to Bor(Co[O,l]), and P is, by definition, the Wiener measure. 

35.4 U3W4 Suppse that T:R" + R is Bore1 - then - - 



Then F tl.. .t is continuous, hence Borel. And 
n 

35.5 EXMPLE We have 

[m fact, f (t) = T (f (t) ) (Tu = u) , hence 



35.6 EXAPlIPLE We have 

min(tlf t2) (tl ' t2) . 

= u p 2  - then 

or still, 



Then 

[Note: A similar but easier calculation gives 

2 W 
k0 10,ll  

f (t)dP ( f )  = t. 

Therefore 



35.7 REPIlPW( Consider the  one parameter family of randm variables 

{6t:0 s t I 11 (6t(f)  = f ( t ) , a 0  = 01. Fmn the above, 

F u r t h m r e ,  i f  0 6 t l<  * - *  < tn r 1. then 6 -6 ,...,St - 6 are independent. 
t2 tl n tn-l 

[Note: The distr&tion of the random variables 5 (at-at, ) is gaussian of 

man 0 and variance It-tt 1.  

The dual of Co[O,l] is the space of a l l  Bore1 signed measures on [O,1] & l o  

the scalar multiples of the D i r a c  measure aO. 

P ~ F  Suppose f i r s t  that  X = 6t (0 < t s 1) - then 



t =exp(-3  (cf. 22.2). 

On the other hand, 

Therefore the claimed relation is valid i f  h = tit (0 6 t 6 1) (matters are obvious 

a t  t = 0) ,  hence i f  X is a f i n i t e  linear CCBnbination of Dirac measures. If X is 

arbitrary, then there is a sequence of Bore1 signed measures Xk which are f in i t e  

linear canbinations of Dirac measures and wh ich  converge weakly to A, i.e., 

v f E C[O,lI, I; f d k  + I; fdh. 

W 35.9 LFMMA P is a centered gaussian measure on C [O, 11 . 0 

PROOF This follows from 35.8 (cf . 26.3) . 

W 
Our  next objective w i l l  be to determine the Cameron-Martin space H (P ) , 

2 
a space which is independent of whether pW is considered on Co[O,ll or L [O,11 

(cf . 26.28) , it being more convenient to work w i t h  the la t ter .  

Let K Wbe  the nonnegative, symnetric, t race class operator canonically 
P 

W 2 associated with P (regarded naw as a centered gaussian measure on L [0,1] ) , 



W 1 P ( f )  = exp(- <f,K 2') (cf. 33.13). 
P 

2 35.10 K is an integral operator on L [O,11 w i t h  kernel min(u,v): 
P 

-2 
35.11 Put An = n (n - i)-2 - then the functions 

2 are an orthonormal basis for L [0,1] with 

K W f n =  hnfn ( n =  1,2,...). 
P 

PROOF Fix X > 0 and consider the relation 

1 
fO min(u,v) f A(v)dv = I f A  (u) 

or still, 

u 1 lo vfX (v) dv + ulU f A (v) dv = Af A (u) . 

Since K WfA is continuous, the same must be true of f A  = K GAIA, hence K WfA 
P P P 

is differentiable. Therefore 



But this implies that f i  is d i f fe ren t iab le  and h f i  = - 
A*  A s  f o r  t h e  initial 

cordit ions,  they are f X(0) = 0 and f i(l) = 0. The solut ions  are then as stated. 

[Note: AMlogously, when ?I = 0, one concludes that f o  = 0, so K > 0.1 
P 

L& 4" [0,1] d-te the set of functions f on [O, 1 1  such that f is absolutely 

2 continuous, f '  E L [0,1], and f (0) = 0. 

35.12 LEMMA We have 

H(P') = $ t l [ ~ , l l .  

2 
w 

PROOF Take an f E L [0, l ]  and wr i t e  f = E <fn,f>fn - then f E H (pW) i f f  
n=l 

<fn,f> 
2 

C < (cf. 33.17) 
n=l 'n 

or still, i f f  

2 
The latter is equivalent to the existence of a function g E L [0,1]: 



= <fn,f>. 

2 Therefore f is absolutely continuous, f' E L [O,11, and f(0) = 0. Conversely, 

if f has these properties, then 

And 



Then 

Therefore T is bounded. 

35.13 LEWJR W e  have 

P W F  Let 



Then F,G are absolutely continuous, so integration by parts is permissible, thus 

35.14 LEMMA There is a factorization 



1 = do f - [vF (v) 1: - 1; f (v) vdv] 

35.15 RAPPEL T is injective. 

1 [Fran real variable theory, if f E L [0,1] and i f  $ f = 0 for all x 

(0 I x s l), then f = 0 ahmst everywhere.] 



Therefore 

which means that the range of T* is dense. 

Bearing in mincl that is injective, put 
P 

Then 

= <£,K f >  (cf. 35.14) 
P 

Theref ore 

is isometric. Since 



2 are both dense in L [0,11, 5 can be extended t o  an i smet r ic  i m r p h i s n  

2 2 
L 10,ll + L [0,1] ( d a t e d  still by 5 )  . 

N.B. - 

The.n under th i s  inner product, grl [0.1] is a separable real  H i l b e r t  space. 

[Note: Recall that i f  the derivative of an absolutely continuous function 

is zero ahmst everywhere, then this function is a constant C and in our case, 

c = 0.1 

P m F  On general grounds, 

2 
H(P~) = 5 L [0,1] (cf. 33.16). 

P 

And here, according to 35.12, 

HCP~) = $J[OJI . 



This said, take f,g E grl[O,ll and write f = @, g = $ - then 
P P 

=> 

- 
<*f' = @ 

G*~' = 
- @ , 

being injective. Finally, 
P 



Given 0 I t, tt r 1 and M > 0, let 

Then C [O, 11 (t, t ' ;M) is a closed subset of C0 [O, 11 , hence the same is true of 0 

35.17 LEW?i For t * tt, we have 

PROOF Take t' < t -- then there are M possibilities: t' = 0 or t' > 0. 

As the second is slightly mre involved than the first, we shall deal w i t h  it. 

From the definitions, 

where 



To estimate this integral, let 

u -u - 2 1 -- 
v2 mi* 

- 
Then 

- - M I  t-t' 

W 
P (COIO,ll (t;!!l)) = 0. 

PROOF Choose a sequence of points t , ( k  = 1,2, .  . .) in [0,11:4( z t, 

t+ + t (k -t 00) - then 



Given 0 r t r 1, let Dt he the set of f E CO[O,l] : f ' ( t )  exists (use a one 

sided derivative a t  the endpoints) -- then 

m see this, just rate that  for any f E Dt, 3 a positive integer mf with the 

property that  

I f ( t )  - f ( t t ) I  i m f l t - t t /  (O 5 t' 5 1). 

1.e.: 

So, thanks to 35.18, 

0. 
7 

W W Therefore Dt lies in the damin of the ocsrpletion P of P and 



N.B. - It is not claimd t h a t  Dt is Borel. 

- w 35.19 RTMUW Introducing P is not a big deal and avoids thorny measurability 

issues. E . g . : L e t  S be the subset of C0 [O ,11 consisting of tbse f wbse 

derivative exists on a set of positive Les3esgue measure -- then it can be shown 
- 

W 
that P (s) = 0. Thus, as a corollary, i f  Sbv is the set of f i n  Co[O,l l  which are 

- 
W of bound& variation on sane subinterval of [Of 11 , then $ov c S, so P (Sbv) = 0. 

[Note: H e r e  is a sketch of the argumnt. Define F:COIO,ll x [0,11 by: 

F( f , t )  = 1 i f  f l ( t )  exists and F(f , t )  = 0 otherwise - then F is measurable w.r.t. 
- 

the canpletion of pw X Leb (which is not to ta l ly  obvious) and 

- 
- 1 
- I0 [r~o[O.l] ~ ( f , t ) d P ~ ( f )  l d t  



W The theory of the Wiener measure P goes through w i t h  no essential  changes 

when Co[O,ll is replaced by Co[O,w[, where 

There axe, b v w ,  some additional features stermming £ram the f a c t  that [ 0 , ~ [  

allows fo r  asynaptotics a t  infinity. 

F i x T >  O a n d n E N .  L e t  - 
- - 

'k - 'kT/n ' (k-1) t /n (k = 1,2,. . .) . 

Then the  ck are independent (cf . 35.7) . Note too that 

N.B. The nmber 0 is a median fo r  Sk - Se ( the dis tr ibut ion of - 
%/n ' ~ / n  

is gaussian of mean 0 and variance IkT/n - LT/nl (cf. 35.7)). 

35.20 LEMMA Fix T > 0 -- then 



W 
5 2P {f: l f ( ~ )  1 h M) 



Then 

35.22 EXAMPIE Fix M > 0 and let 

Then 

But 

and 

= {f: sup Idnf1 2 MI 
CO I l l  

= Cf: sup If(t+n) - f(n) I r M) 
0 &sl 

= If: sup I f(t) - f (n)  I L M}. 
n<t-1 



Therefore 

W 
= P {f: sup If 1 2 M} 

[ O r 1 1  

One of the drawbacks to working with Co [ O r  a[ is that it is a F r k t  space 

rather than a Banach space. This w i l l  now be rectified. 

Le t  

35.23 LEMMA Xo[Orm[  is a Bore1 subset of c0[O,"[. 

PROOF Let 

1 
B (mr6) 

1 
Then B(mIE) is closed in Co[OIw [  and 



35.24 IElWA W e  have 

PRWF Let 

- En = 6n 6n-1 (n = l I 2 , .  . .) . 
Then the cn are independent square integrable random variables of mean 0 and 

variance n - (n-1) = 1 (cf . 35.7) . Since 

the strong law of large numbers implies that 



w 
n K s Z 2 exp(- -=+ (cf. 35.22) 

n=l 

< w. 

So, by Borel-Cantelli, 

&t 6n w lim sup lt-i;-=O a.e.[~I. 
n -t w nrtmn+l 

Therefore 

Let 

Then in the unifonn norm, Cw(R) - is a separable Banach space, its dual being the 

space of all Bore1 signed measures on R - of finite total variation. 

&turning to Xo[O,-[, put 

Then the pair (Xo [0 , -[ , 1 1 - 1 1 w) is a separable Banach space. In fact, given 



f E X [O,m[, define $£:R + R by 0 

Then the armw f + @£ is an isometric isamrphism 

Therefore the dual of Xo[O,m[ consists of a l l  Borel signed measures 1 on 

such that 

35.25 LEMMA The arrow of inclusion 

is a continuous linear &ding. 

rn smmarize, the upshot is that Xo[O,m[ is a separable Banach space which 

W is a Borel subset of Co[O,a[ of measure 1, thus P res t r ic t s  to a probability 

measure on Bor(Xo[O,m[) (= Bor(ColOIm[) n XoIO,m[). 

[NO*: Both x [O,d and Co[O,m[ are lusinien, hence 0 

B~Bor (x~[O,m[ )  = ~ B E B O Z ( C ~ [ O , ~ [ )  (cf. 25.191.3 

Specializing the general theory to the case a t  hand leads to: 



W 
[Argue as in  35.8. By the way, this confirms that P is centered gaussian. I 

L e t  w i t l  [0 ,m[ denote the set of functions f on [O,w I such that f is absolutely 

2 1 continuous, f' E L [O,m[, ard f (0) = 0 -- then $ r  [Or-[ is a separable real 

Hilbert space under the inner product 

Mreover , 

Proof: 



In addition, 

=> 

I l f l I W  I: l l f l l t *  

[m: xO[oIm[ is the ampletion of ~ i ~ ~ [ 0 , ~ [  per 1 1 - 1 lw-I 



W 1 35.27 IJ3Wl H(P ) = 4' [Of==[ as sets Kd as H i l b e r t  spaces. 

While a direct computational attack is feasible, there is little to be 

gained from it as a simple conceptual awoach is available. 

35.28 LEMMA 3 an isometric isom3rphism 

with the property that 

[Note: In the same way, one can construct an iscmEtric imrphism 

2 
35.29 LEMMA Let 4 E L  [O,-[ - then 

By definition, 



or still, 

And 

t 
= lo 0. 

Thexef ore 

H(P') c $"[0,m[. 

But the containment is reversible: Take an f E 4 [O ,m[ and consider I (f I )  . 
1 To check the equality of the inner products, let f ,g E [O,m[ -- then 

W 
35.30 REMARK Fix h E Xo[O,m[* and p t  hA = R W ( X )  -- thM V h E H(P ) ,  

P 

h (h) = <hh ,h> 
H (pW) ' 



Here 

As we kncrw (see 5281, there is an ismetric i s a m r p h i s m  

2 W 
T:Bo(Xo[o,ml*w) + L (XO [O,m[,P ) 

P 

cha rac te r i zed  by  the relation 

T - exp(f) = Af. 

P u t  

T ( I ) = T o T ( I )  ( c f . 6 . 1 4 ) .  

Then 

is an isometric i s m r p h i s m  such that 

[Note: P u t  h = R W ( I ( $ ) )  -- then 
P 

Consequently, 





536. ABSTRACT WIENER SPACES 

L e t  X be an infinite dimensional separable real H i l b e r t  space. Denote by 

P the set of f in i te  dimensional ortbgonal projections P of X and let CX X 

be the set of subsets of X of the form 

C = {x E X:Px E B}, 

where P E PX and B E Bor (PX) -- then CX is an algebra. 

36.1 LEMMA Given P E PXI let 

cp = {P-'(B) :B E Bor(px) 1. 

Then cp is a o-algebra and 

[Note: CX is not a o-algebra but the o-algebra generated by CX is Cyl(x) 

(=Bor(X)) (cf. 25.5).] 

The canonical measure on X is the set function 

defined by the rule 

where n = dim PX. 



36.2 yX is finitely additive but yX is not countably additive. 

PXOF It is obvious that yX is finitely additive. If yX were countably 

additive, then yX wxlld admit an extension to a probability measure yX on Bor (X) . 

rn derive a contradiction, fix an orthonormal basis {ek} for X -- then for all 

positive integers N am3 M, we have 

Since 

it follows that 

But 



= {x: z <ekf~>L 5 MI 
k=l 

And 

m 

= ;,( U {x: I 1x1 l 2  5 MI) 
M=l 

1.e.: 1 = O... . 

36.3 FEMARK The restriction yX 1 Cp of yX to  Cp is a probability measure. 



thus it is d g f u l  to consider 

Ix $ P (x) dux (4 , 

where @:PX + R - is Borel. E.g.: Fix xo -c 0 in  X - then 

L e t p  be a smhorm on X - then p is said t o  be t ight i f  v E > O r  3 P E PX: 
& 

yx{x:p(I?x) > &I < & v P E Px:P 1 P,. 

36.4 EXAMPLE Let 1 I - I I  be thenormonx-- then  I I - 1 I  i s n o t t i g h t .  For i f  

the opposite were true, then we could find an increasing sequence Pn E PX: 

Take m > n > 2, thus (Pm - Pn) I P2, so 

or still, 

or still, 

But as  m & n tend to .of 



tends to 0. 

36.5 LEFNA Suppose that A E B (XI is Hilbert-Schmidt. Set pA (x) = I (Ax 1 I 

(x E X) -- then pA is tight. 

PROOF Assuming that the range of A*A is infinite dimensional, let X1,X2, ... 
be the eigenvalues of A*A and let elte2, ... be the correspding eigenvectors so 
that t/ x E Xt 

00 

Denote by Pn the orthogonal projection of X onto the span of el, ..., en - then for 

The function 



is positive and Cp-measurable, hence V E > 0 (cf . 36.3 1 , 

Now choose n >> 0: 



- 
36 . 6 EXAMPLE Suppose that 2 is a separable real Hilbert space and I :X -t X 

i s  a continuous linear injection w i t h  a dense range. Assume: I is Hilbert-Schmidt 

and set pI (x) = / 11x1 1 -  - then pl is tight. 

[Fix a boded  linear operator A:X +- X such that 

Then it is clear that A i s  positive and symuetric. Moreover A is trace class. 
- 

To see this, consider any orthonorm1 basis {en] for X. To say that l:X +- X i s  

But 

thus A i s  trace class and fi 

PI (x) = ( 

' i s  Hilbert-Schmidt. Finally, 

which implies that pl is tight (cf . 36.5) . 
[Note: 2 is called a Hilbert-Schmidt enlargement of X. If and s2 are 



tsm Hilbert-Schmidt enlargements of X, then 3 a third HiUsert-Schmidt enlargement 

g3 of x fi, tdlm iil ?1 g2.1 

36.7 Consider the seminorms pK (K E K) figuring in the definition of 

the Sazonav topology (cf. 33.11) - then each of them is tight (cf. 36.5). 

PROOF Define a > 0 by 

1 Take E = -and choose PlI2 E PX: 2 

1 1  
y ix E X:p(Px) > TI < T v  P E Px:P J. P 

X 1/2 ' 

Since P X is finite dimensional, 3 M > 0 :p (y )  5 M I  I y  1 [ V y E PlI2X. Given z r 0 
1/2 

I in (Py2X) , define Pz by 

Then PZ E PXand PZ I PlI2, heme if p ( z )  # 0, 

1 1  
yxlx E X:p(Pzx) > I < 2 



I Any x E X admits a deanpsition x = y+z:y E P X, z E (PV2X) . Therefore 
1 / 2  



36.9 The preceding result can be sharpened since it is always 

possible to f a  a capac t  operator A:X -t X such that 

But, in general, A is not Hilbert-Schmidt as this wuld mean that for any ortho- 

m m l  basis {en} for X, we  wuld have 

2 which need not be true. To i l lustrate,  l e t  X = .i? and define p by 

p(x1,x2,...) = sup m .  
n hi 

Then p is tight a d  

A t r ip le  (X,Y, I )  is said to be an abstract w i e n e r  space i f  

I- X is a separable real HiUsert space (dim X = ..) 

I Y is a separable real Banach space (dim Y = 00) - 

and I :X + Y is a continuous linear injection with a dense range such that I 1 ( 1 0 I Y 

is tight, where I I I 1 is the norm on Y . 

36.10 EXAMPLE Let p be a t ight norm on X; let X be the completion of X 
P 



per p -- then the t r ip le  (X,X , I )  is an abstract Wiener space. 
P 

[Note: X is not complete w.r.t. p. For i f  it were, then p would be equivalent 

to 1 1 . 1  I (open mapping theoran), thus 1 1 - 1  I would be tight, which it i s n ' t  (cf. 36.4).] 

36.11 LEMMA Suppose that (X,Y, I )  is an abstract wiener space -- then 

I:X + Y is a compact operator. 

2 1 
36.12 EXAMPLE The t r iple  (L [O,ll,L [0,11,1) is not an abstract Wiener space. 

2 1 
[The inclusion I:L [0,1] +- L [0,1] is not carnpact (the sequence 

2 1 
(cos(2nm):n 1 1)  c L [0,11 is bounded but does not have an L -convergent sub- 

sequence) . I 

36.13 LEbWA Let y be a centered gaussian m u r e  on a separable real Banach 

space X (dim X = a) . Suppose that H ( y ) is dense i n  X -- then the t r iple  (H ( y) , X, I ) 

is an abstract W i e n e x  space. 

[Note: Of course it is necessary that the inclusion l :H(y)  -t X be a ccanpact 

operator (cf . 36.11) , which is indeed the case (the closed u n i t  ball BH ( y) is 

compact i n  X) .I 

Before proceeding to the proof, we shall f i r s t  consider the situation when 

X is a separable real  filbert space (infinite dimensional as always) and K > 0. Y 

For then ~ ( y )  = &- x (cf. 33.16), the question being: Why is l I * I  IXI~(y)  tight? 
Y 

put A = 0 I - then v h E H(y), 
Y 



So, to finish the verification, one has only to show that A is Hilbert-Schmidt 

(cf. 36.5) . Tb this end, fix an orthonormal basis hl,h2,. . . for H(y) and define 
,e , . . . by the relation hn = d?- e thus el 2 Y n' 

[Note: K is trace class (cf. 33.13), hence is ~ilbert-Schmidt.] 
Y 

Turning rmw to the proof of 36.13, recall the setup: 



Given A E X*, put hA = Ry(A). 

[Note: V X E X*, 

Given P E PH (y) , let hl, . . . , hd be an orthonormal basis for PH (y) and define 

by the prescription 
d A 

(x) = Z hi(x)hi. -P 
i=l 

Thm does not depend on the choice of the hi. 

36.14 L E ~ W ~  I£ the net {$:P E 1 is fundamental in measure, then 

I I / IX(~(y) is tight. 



PROOF Fix & > 0 ard choose PE E PH (y) : 

Sup'se that P E PH(y):P I PE -- then P = Q - PE, where Q ;: PC. Take PI = Q, 

P2 = PC: 

[Note: Let C E Cp -- then 

Specialize and take for B E Bor (PH(y) ) the subset of PH(y) consisting of those 



On the other hand, 

And 

36.15 LEMMA Suppose that  Pn E is an increasing sequence which converges 

strongly t o  the identity I& -- then ' converges i n  masure t o  the identity IX. 
(Y) IPn 

[See the discussion following 36.17 belaw.] 

PRCXlF If not, then 

P' 2 P and 

y {x: 

36-16 LENMA The net 1%: P E PH ( y) } converges in measure t o  the identity IX. 

3 E > 0 & 6 > 0 such that  v P E PH(y), 3 P' E 



Fix an increasing sequence Pn E P which converges strongly to the identity 
H(y) 

$3 (y) 
. Choose Pi 2 P1 such that  

L e t  P ' be the orthogonal projection of H (y) onto PiH(y) + P2H ( y) , thus 1,2 

' P ' a n d P i t 2 -  Pi,2 - 1 > P .  ChoosePf > P r  suchthat  2 - 1,2 

Proceed f r m  here by iteration t o  get an increasing sequence PI E P 
n H(Y) 

which 

converges strongly to the identity I 
H(Y) 

subject t o  

But this rrteans that  S does not converge in  measure to the identity IX, contra- 

dicting 36.15. 

[Note: V h E H(y), 

It is therefore a corollary that the net {$:P E P is fdamenta l  i n  
H (y 1 

measure, hence 1 I I I X  1 H (y) is t ight  (cf . 36.14) . 

To establish 36.15, we shall  empluy a classical.criterion. 



So as- that  (Q,A,v] is a probability space. Given a randan variable 

<:Q -+ X, let  P = y 0 E-l be the distribution of 5 and ca l l  5 symnstric i f  
5 

36.17 THEOREM ( I to -Nis i01  L e t  cl, c2 , . . . be a sequence of independent 

n 
symnetric X-valued randm variables on 0 and put Sn = Z Ek. Suppose that  

k=l 
v X E X*, 

Then the sequence ISn} converges a.e.[p] to an X-valued random variable 5. 

Given an increasing sequence Pn E PX which converges strongly to the identity, 

let 

Then the en are independent symnetric X-valued randan variables on the probability 

n 
= TI l x e  A d(y o 5;') (XI 
k l  





Therefore 

converges a. e. [y I (cf . 36.17) , thus is convergent in masure ( y (X) = 1 < a) . 
N.B. Let E(x) = l i m  (x) - then V A E X*, 

n + a I P n  

- 
2 (x) = x a.e. [y] . 

Therefore ' converges i n  measure to the identity IX. 
IPn 

36.18 EXAMPLE The t r ip le  

is an abstract Wiener space. 

36.19 EXAMPLE The triple 

($fl[o,mr , x 0 [ o f ~ [ ,  1) 

is an abstract Wiener space. 



L e t  Y be an infinite dimensional separable real Banach space. Denote by 

Cy the collection of subsets of Y of the fonn 

where hi E Y* i = 1 . n )  and B E Bor(Ff) -- then CY is an algebra d the 

0-algebra generated by 5 is Cyl (Y) (= Bor (Y) ) (cf. 25.5) . 
Let  (X.Y, I )  be an abstract W i e n e r  space -- then I induces a map Cy - CX. 

36.20 THEOREM (Gross) Let  (X,Y, I ) be an abstract Wiener space -- then the 

-1 se t  function yX 0 I is countably additive on Cy, hence can be extended to a 

centered gaussian measure yy on Bor (Y) . 
[Note: It turns out that X can be identified with the Cameron-Martin space 

H (yy) -1  

W e  shall postpone the proof un t i l  539 (cf. 39.1). 

2 
36.21 EXAMPLE Take X = 1 and let p be defined by 

Then p is a t ight  norm on X ad in the notation of 36.10, 



restr ict ion y 1 x where y is the standard gaussian measure on Roo (cf . 26 -1) 
P ' - 

(recall that X E Bor (ROD) and y (X ) = 1 (cf. 24.11) ) . 
P - P 

2 36.22 EXAMPLE Take X = L [0,11 and let p be defined by 

Then p is a t ight  norm on X and in the notation of 36.10, X = Co[O,l]. H e r e ,  
P 

-1 rx 0 1 
W , when &ended t o  Bor (X ) , is the Wiener measure P . 

P 

36.23 ILEPMi L e t  X be an infinite dimensional separable rea l  H i l b e r t  space. 

L e t p  be a t ight  normon X. Assume: p is hilbertian (cf. 34.8) -- then 3 a 

Hilbert-Schmidt operator K on X such that 
P 

p(x) = I I K ~ X I I  ( x E X ) .  

PROOF AS an initial reduction, note that {x:p(x) = 01 is a closed subspace 

of X (cf. 36.8), hence by passing t o  {x:p(x) = 0)' i f  necessary, it can be assumed 

that p is actually a norm, c a l l  it I I 1 1 Lknote by X the associated ampletion. 
P ' P 

Identify X* with X i t se l f  - then X* can be viewed as a dense linear subspace of X. 
P 

Consider now the t r i p l e  (cf. 36-20). By definition, the 

A 

Fourier transform y of y l ives on X* which, for  the purposes a t  hand, w i l l  not 
P P P 

be identified w i t h  X Accordingly, 3 a nonnegative, synsnetric operator 
P ' 



where / 1 - 1  1; is the norm on X*. -And (cf. 33-91, 
P 

or still, 

= l l h l  1 2 -  

Therefore K is one-to-one. Let K ~ , K ~ , . . .  be the eigenvalues of K and l e t  
P P 

Xlr A2, .. be the corresponding eigenvectors -- then 

<hirX.> = I < A  ,xxh x>dyX(x) 
J x i j 

orthonormal basis for X. B u t  



which implies that K can be extended to a Hilbert-Schmidt operator on X (call it 
P 

K again) : 
P 

Finally, V x E X, 



then pA is hilbertian. Wreover, pA is tight iff A is Hilbert-Schmidt. 

[That the condition is sufficient is the gist of 36.5. To ascertain necessity, 

use 36.23 to write 

Fix an orthonormal basis {en] for X -- then 



937. I NTEGRATl ON Tff EORY 

L e t  X be an infinite d k s i o n a l  separable real Hilbert space -- then by 

definition, a cylinder masure on X is a finitely additive set function 

E:Cx - [O,l] with E(X) = 1 such that v P E PX, the restriction El  Cp is countably 

additive. 

37.1 EXaMPLE The canonical measure yX on X is a cylinder measure. 

37.2 REMARK Since the *algebra generated by CX is Bor (X) , it f o l l m  that 

every Bore1 probability masure on X determines by restriction a cylinder measure 

on X. 

Let r'l be a cylinder measure on X - then the Fourier transform of IT is the 
A 

function II:X -t C - defined by the rule 

[Mte: This makes sense. In fact, the integrand is Cp-masurable for my 

P E Px:x E PX and Ii is countably additive on Cp.l 



A 

L e t  II be a cylinder measure on X - then it is clear that  II is positive 
h 

definite and equal to one a t  zero. FQreover, TI is continuous i n  the f in i te  

topology. For suppose that F c X is a f in i t e  dimensional linear subspace of X. 
h A 

L e t  PF : X -+ F be the orthogonal pmj ection of X onto F and put $ = TI 1 F -- then 

A 

Therefore 1% is the Fourier transform of a probability measure on Bor(F), hence 

is a continuous function on F. 

37.4 LEMM?i Suppose that  x:X -+ C - is positive definite, continuous in the 

f in i te  topology, and equal to one a t  zero - then x is the Fourier transform of 

a unique cylirder measure on X. 

PIIWF Given P E PX, let xp = X(PX -- then by Bochner's theoren (cf. 33.3) .  



A ." 
there exists a unique probability msasure $ on Bor (PX) :Fk = +. M i n e  Tp on 

Then the collection {$:P E Px} is consistent e . ,  P1 i P2 => R = 
P1 

so the prescription 

defines a cylinder measure II:CX-+ [0,1] on X having x as its Fourier transform. 

[Note: The hypotheses here are the same. as those of 33.7, thus alternatively, 

# x is the Fourier transform of a unique probability measure on Cyl(X ) . I  

37.5 REMARK A cylinder masure Il on X admits an extension to a probability 
A 

masure on Bor (XI i f f  IT is continuous in the Sazonov toploqy. 

37.6 EXAMPLE Let K be a nonnegative syrrnnetric operator. Define x by -- 

A 

Then there exists a unique cylinder m s u r e  Il on X:Il = X. 

[ N o t e :  When K = I, we recover yX and when K is trace class, R extends to 

a centered gaussian measure on X.] 

A function f:X + R - is a cylinder function if  f is Cpineasurable for same 

P E PX. 



[Note: Such a function is said t o  be based a t  P.] 

37.7 EXAMPLE If  

f (x) = @ (a1 , x>, . . . , QI ,x>) , n 

where @:R" - + R - is Borel, then f is a cylinder function based a t  P (the orthogonal 

projection onto the span of xl, ..., x ) . n 

37.8 LEMMA 'I3-e cylinder functions based a t  P are exactly those real valued 

functions on X of the form f = @ P, where +:PX -t R - is Borel. 

L e t  TI be a c y l M e r  measure on X. Suppose that  f is a cylinder function based 

a t  P -- then Jx If (x) IdlT(x) is defined because lTl Cp is countably additive. And i f  

this integral is f ini te ,  then Ix f (x)dII(x) is also defined. 

[Note: If P1 E PX and i f  P' z P, then f is based a t  PI a s  w e l l  ard IX f(x)dn(x) 

is unchanged i f  P is replaced by PI.] 

-1 
37.9 RFMARK Fix P and set F = PX. W r i t e  I$ in place of E 0 P -- then 

the space of square integrable cylirder functions based a t  P. 



2 [Note: If P' E P and i f  P' P, then L (X,Cp,ll) is a closed subspace of 
X 

2 
L (x,cp, .n) .I 

L e t  M(XICXIII) be the set of mrel m s u r a b l e  functions f:X + 5 such that 

v E > 0, v 6 > 0, 3 Po E PX:P1,P2 E PX & Pl 2 P0,P2 2 P 0 

[Note: In other  words, M(X,CX,II) is t h e  set of Bore1 measurable functions 

f : X + R - such that  t h e  n e t  { f 0 P : P E P 1 of cylinder functions is fundamental i n  X 

masure. I 

Every cylinder function belongs to M(X,CX,II). 

37.10 EXAMPLE Take R = yX and let p be a t i g h t  seminorm on X -- then 

P E M(X, CXtyx) 

In f ac t ,  by defini t ion,  V E > 0. 3 PC E PX: 

~ ~ { x : p ( ~ x )  > E)  < & v P E Px:P I P& 

or still, 

yx{x:p(~x - P&x) > & I  & v P E Px:P, " P. 

Since 



it follows that  

y x k :  I P ( P ~ )  - P(P&x) I > E} < E v P E Px:P, i P. 

Keeping E > 0 fixe Id, introduce 6 > 0. If  E < 6, take Po = P but 
&/2 

take Po = P6/2: 

< 8 .  

Therefore 

P E M ( X , C ~ , ~ ( X ) .  

[Note: Recall that  p is continuous (cf . 36.8) , hence is Borel. 1 



37.11 UW4A Let 4,. . . , fn E M(X, CX,R) and supse that @:Rn - + R - is 

continuous -- then 

Consequently, M(X,CX,II) is closed under addition, multiplication, and the 

formation of maxima and minima. 

Suppse that f E M(X,CX,I) is bounded: If1 r; C. Given E > 0, choose 

Then 

Therefore the net 

ifx f o Pdll:P E PXl 

of real numbers is Cauchy ard by definition the integral of f w.r.t. ll is 



The integral can be extended to nonnegative functions: 

I - 

[Note: It is possible, of course, that 1;2 fdll is infinite.] 

Let 

1 rx fan = rx f+dl: - rx 5-dn (f E L (X,l :)) .  

Then the map f -+ IX fdn £ran L'(X,II) to  R - is linear and mnotone, i.e., 

jX (a f + a2f2)dl: = a I f dl: + a2 IX f2dE 11 1 x 1  

and 

< f => I f dI: i IX f2dl:. £ 1 -  2 X 1 

37.12 EXAMPLE Suppose that A E 8 (X) is Hilbert-Schnidt. Set pA(x )  = 

11~x11 (X E x) -- then p is t ight  (cf. 36.51, so A 



But V n, 

Theref ore 

[Note: One can say mre, viz . 

37.13 LEMMZl Let f E M(XICXIII) -- then the net {TI 0 (f 0 P)-':P E PX] 

probability measures converges weakly to a probability measure Ef = II o f 
-1 

Bor (R) - . One has 

i n  which case 

1, fdr, = r, tanf  (t) . 

Let fIg E M(XICX,TI) -- then f is said to be eqyal to g nod E, written 



37.14 LENMA Let f E M(X,CX,II) - then f I 0 mod I: iff Ef = 60' 

PROW The cordition f E 0 rrrd II reads: V E > 0, 3 Po E P :V P 2 Po, 
X 

So, V E > 0, 

The converse is equally obvious. 

Suppose that f r 0 mod TI -- then 

1, fdn = 0. 

Proof: 

37.15 Let f E L'(x,II) and suppose that IC fdE = 0 V C E CX -- then 

f - o r TI (CL 38.15). 



938. L l  NEAR STOCHASTT C P R O C E S S E S  

+ R be Supposethat (R,A,y) i saprobabi l i tyspace.  L e t  f :R+R, g:R - 

Borelmeasurable functions. Write f - g i f  f = g a m s t  everywhere -- then 
th i s  relation is an equivalence relation, the corresponding equivalence classes 

being termed random variables. 

[Note: When equipped with pointwise operations, the randam variables are 

a catmutative algebra over R, - ca l l  it M(R,A,y) .I 

Le t  X be an infinite dimensional separable real Hilbert space -- then a 

linear stochastic process (LSP) on X is a map L that assigns t o  each x E X a 

randan variable Lx on a probability s p c e  (R,A,y) such that  V a,b € 5 & V x,y € X: 

[Note: The reduction of L is the t r ip l e  (R,AL,pL), where A L  c A is the 

o-algebra generated by the Lx (x E X) and pL = y I AL. 1 

38.1 EXAMPLE Construct the isometric isormrphism 

as i n  35.28. L e t  

be the inclusion -- then the assicpent  f -+ 11 (f) is a LSP on Lz [O ,m [ . 



38.2 IiEMARK Let y be a centered gaussian measure on X -- then the inclusion 

2 
X = X* -t L (X,y) defines a LSP on X. 

Suppose that 1' and 1" are LSPs on X -- then 1' is said to be equivalent to 
1" if v x E X, 

&i L' J q  
/ e  * d y l  = / e dl.1" . 

38.3 LEMYA Suppose that L1,L" are equivalent LSPs on X -- then 3 an 

such that 

and 

w i t h  

for all f' E bM(Rt,A' ,u' ) .  
L' L' 

[Note: The "b" stands for bounded while E' (respec. Em) is the expectation 

per 1-1 (respec. u J. 1 
L' L" 



Let L be a LSP on X. Define x :X + C_ by L 

 hen x is positive definite, continuous in the finite topology, and equal to  
L 

A 

one at zero, thus 3 a unique cylinder na3sure lTL on X:lTL = xL (cf. 3 7 . 4 ) .  Since 

TIL depends only on [L] (the equivalence class of L) , it follows that we have a 

mp [L] + EL from the set of LSPs on X mulo equivalence to the set of cylljllder 

38.4 U3Wi Let TI be a cylinder measure on X - then 3 a LSP L on X such that 

for all x E X. 

PROOF Take f2 = R", - A = x B o r ( R ) ,  - anl let Lx be the cc 
X 

ate map on Q, 

i. e. , Lx (w) = w (x) . Consider A. , the subalgehra of A consisting of those sets of 

the fom 

where B E Bor(Rn) .  - Define a set function uO on A. by 

= E{x: (<xl,x>, ..., <X ,x>) E B}. n 



Then there exis ts  a uniqye probability measure p on A:p I A = y To check 0 0' 

l ineari ty,  one has to slmw that 

y{w: L 
=+by 

(4 = aLx(w) + bL (w) 1 = 1. 
Y 

TO this end, let 

Then 

= ll{z: ( < ~ ~ z > ~ < y ~ z > ~ < a x + b y , z > )  E B) 

= ll(X) = 1. 

Finally, V x E X and V B E Bor(g), 

Therefore 

L e t  ll be a cylinder measure on X - then a LSP L on X such that 



2 n 
for  a l l  x E X is called a &el of IT. E.g.: Take X = L (g ) ,  TI = yX -- then a 

d e l  for  this data can be constructed £ran the white noise space (cf. 34.15). 

38.5 I f  L' and L" are models of TI, then V B E B O ~ ( R ~ ) ,  - 

Write & (b&) for  the algebra of c y l i d e r  functions (boded cylinder 

functions) on X. 

38.6 IDMA Suppose that  L is a &el of TI. L e t  f E +, - say 



and 

are Eorelmeasurable functions - then 

is m p t y ,  hence 

= 0, 

frcm which the assertion. 

L e t  f E +, - say 

f (x) = O(<x ,X> ,... ,<xn,x>). 1 

the l i f t ing  of f is that elenent Lf of M(n,A,v) which is represented by 



Therefore the l ift ing operation provides a f i l l e r  for the diagram 

[Note: Matters are consistent i n  that Lx = L V x E X.] 
<x I -' 

N.B. It is not difficult to s b ~  that 

Therefore the arrow 

is a hommrphism of algebras. 

38.7 EXAMPLE Fix P E PX, l e t  B E Bor (PX) , and put C = P-' (B) , thus 

xC E +. - clmse an orthmonnal basis el,. . . ,en for PX and define @:R" - - R - by 

Then 



or still, 

where c: L? + PX is the map 

38.8 U3MA v f E +, we have - 

or still, 

P m F  Define 0:X + by 

Then 



38.9 IEMW V f E bA+ we have 

PIiOOF In fact,  the LHS equals 

and the RHS equals 

But i;, = y (cf. 38.8) . 
Lf 

To force uniqueness of the model up to isamrphism, consider the reduction 

of L, i.e., the probability space ( R I A L I ~ L )  -- then it is clear that 



2 38.10 LENMA L(%) is dense in L (P,pL). 

PRlXlF If I c R - is a f in i te  intewal, then 

is a uniformly bounded limit of polyncxnials, so 

function of {w:@(w) E I) is a uniformly bounded 

the characteristic function of I 

'd 4 E L(%), the characteristic 

limit of a sequence of elements 

in L (hQ .  his said, let S denote the collection of a l l  f k i t e  unions of sets 

of the form {w:mi(w) E Ii (i = 1, ..., n)}, where the @i E L(%) - and Ii c R - is an 

interval ( f ini te  or infinite) -- then S is an algebra and the o-algebra generated 

2 by S is AL. Suppose that $ E L (f2,pL) is orthogonal to the elenents of L (3) - -- 

then $ is orthogonal to a l l  uniformly bouM3ed l i m i t s  of sequences of elements in 

L ( b g X ) ,  hence, i n  view of what  has been said above and the countable additivity 

of the injefinite integral, JS I) = 0 V S E S. Since the collection of a l l  

msasurable sets A E A L  such that  JA $ 

sequences and contains the algebra S, 

= 0 is closed under unions of monotone 

it folluws that this collection contains 

the o-algebra generated by S, i.e., AL, thus $ = 0 alrrost everywhere. 

W e  shall n m  exterd L t o  a l l  of M (XI CX, II) . 



38.11 UMMA Let f E M(X, CXfE) -- then there exists a random variable Lf 

on R such that the net {Lf :P E P 1 converges to Lf in measure: X 

V E > 0, 3 P E Px:P 2 P => 
E E 

Wf 0 p - L f l  > E) < E. 

PIiOOF For each k z 1, choose Pk E PX:P1,P2 E PX & P > P P > P 1 -  kf 2 -  k 

=> 

or still, 

Without loss of generality, we can assme that Pk 5 Pk+l, hence 

So, thanks to the Borel-Cantelli l m ,  

which implies that the sequence i Lf ) converges almDst everywhere to a random 

variable Lf on R. But 



Accordingly, i f  P s Pk, then 

Therefore the net {Lf :P E P ) converges t o  L in measure. X f 

The l i f t ing of L t o  M(X, CX, II) is the assigrnnent f + Lf. 

[Note: Suppose that f is a cylinder function based a t  P - then V P r P 
0 0' 

f o P = f = > L f  
0 P = Lf,  thus this definition is an extension of the earlier one 

for cylinder functions.] 

Taking into account 37.13 and 38.11, V f E M(X,CX,H), 

or still, 



1, m r ~ =  ri, L+ 

38.12 U3Wi The arrow 

L 
M(X,CX,13 -> M ( R , A f v )  

is a lmxmmrphism of algebras. 

1 1 
[Note: I f  f > 0 and Lf > 0, then y E M(X,CX,H) and L1 = .I  

38.13 LET@R 

PROOF Recall 

Let f EM(X,CX,II) - then f E 0 nrcd T: i f f  Lf = 0. 

that f a O r r o d  H i f f  Ef = ti0 (cf. 37.14). But I$ = v and 
Lf 

v ~ ,  = tiO i f f  Lf = 0. 

write M(X, C ,n) for  the quotient M(x,c,,II) /-, where - stands for  f - g d I( -- 
X 

then 38.13 implies that the m r p k i s m  

of algebras is one-to-one. 

38.14 U3Wi Let  f E M(X,CX,E) - then 3 an increasing sequence Pn E Px 

which converges strongly to the identity 1, such that Lf + Lf a.e. [PI. 
" 'n 



[Here is a sketch of the proof, mdulo measure theoretic technicalities 

(which can be handled by 38.14). Let C, be the set of subsets A E A such that 

x A =  1 for someC E CX (cf. 38.7) --then CQ is analgebra. Write o(Cn) for 
x, 

the generated cr-algebra and consider the implications 

f r 0 md n (cf. 38.13) .I 



For la ter  use, it is necessary t o  realize tha t  the theory admits an obvious 

extension to function spaces wer C_. 

2 
L e t  L be a &el of TI -- then by L (ilIi,") we s h a l l  urhierstand the space of 

ccarcplex valued square integrable functions per (R,A ,p ) , the reduction of L. L L  
2 

[Note: The rationale for the notation is that  L (Rn,pn) is a unitary 

invariant of [ L1. I 

Given x E X, let 

&i Lx 
be multiplication by e -- then the assignmmt x -+ Mx defines a hanmnorphisn 

2 
X + U(L (iln,pP) ) which is continuous i n  the f i n i t e  toplogy. 

&i Lx 
38.16 LENMA The functions e 

2 
(X E X) are total in L (Qn. pn) , hence 

1 is a cyclic unit vector for M. 

Therefore 

M = U ,  (cf. 14.10). 
TI 

In fact,  



2 38.17 RENmK The capletion of the pre-Hilbert space L (X,K) can k 

2 iaentified with L (%, pn) . 

Suppose that L' and L" are LSPs on X -- then L' is said to be weakly 

equivalent to L" if 3 a unitary map 

such that v x E X, 

[Note: M and M are the multiplication operators corresponding to f; 
L:, L; 

and Ll.1 

38.18 REMARK If L' and L" are equivalent, then L' and L" are weakly 

equivalent (but not conversely) . 

38.19 LE24MA Suppose that L' and L" are LSPs on X - then L' and L" are 

weakly equivalent iff there exist nonnegative functions 

such that v f E 3, - 



[Note :  D ' and D" are necessarily unique. 1 

38.20 EXAMPLE If $2' = Rtl = R and A = A = A,  then L' and L" are weakly 
L' L" 

equivalent iff p a d  p are mutually absolutely continuous. 
L' L" 



539. GROSS ' S  THEOREM 

Recall the definition: A t r i p l e  (X,Y,I)  is said to be an abstract Wiener 

- 
X is a separable real H i l b e r t  space (dim X = a) 

- Y is a separable real  Banach space (dim Y = w )  

an3 I:X + Y is a continuous linear injection w i t h  a dense range such that 

1 1  1 1 ,  o I is t ight ,  where 1 1 .  / I y  is the norm on Y. 

[Note: It w i l l  be convenient t o  assume outright that  X is contained in Y.1 

L e t  (X,Y,I)  be an abstract Wiener space. Consider the arm of restriction 

Y* + X* and identify X* with X -- then V X E Y*, there is a unique vector xX E X: 

X(x) = <x ,x> (x E X ) .  X 

It is clear that  the m p  X + xX is one-to-one. mreover, the set {xX} is to ta l  

in X. 

The following resul t  was stated without proof in 536 (cf. 36.20). 

39.1 THEOREM (Gross) L e t  (X,Y, I )  be an abstract W i e n e r  space - then the 
-I set function yX 0 I is countably additive on Cy, hence can be extended t o  a 

centered gaussian measure yy on Bor (Y) . 

P D F  Fix a &el L of yX. Choose an increasing sequence Pn E PX which 

converges strongly to the identity 5 such that  



Let Qn = Pn+l - Pn -- then Q, I Pn, hence 

Put 

Thus f E M(X,CX,yX) (cf. 37.10) and 

Let d(n) = dim P X (=> dim n S X  = d(n+l) - d (n) ) . Fix an orthonormal basis 
{%: k = d (n) +1, . . . ,d (n+l) 1 for %X -- then the collection {$: 1 I k 6 d (n) 1 is 

an orthonormal basis for PnX a d  since Pn I IX, the collection {ek:k 2 11 is an 

orthonorm1 basis for X. Define Zn:Q + Y by the prescription 

= (W) = C L (w)s (UEQ). 
3 k=l ek 

On the basis of the definitions, 



Consequently. the sequence {Zn1 is fundamental in measure. So: (1) 3 a Bore1 

measurable function 8:R + Y such that En -+ 2 in msure and (2) 3 a subsequence 

its Fourier transform: 



Therefore 

39.2 REMARK The W o n - M a r t i n  space H ( yy) of yy coincides w i t h  X ( o r ,  

mre precisely, I (X) ) . 

L e t  (X,Y,I)  be an abstract W i e n e r  space. On general grounds, 

and, by the above, H(yy)  = X, w i t h  

RyY(X) = Xh 
( A  E Y*) . 

2 G i v e n  an arbitrary x E X, l e t  Ox be the el-t of Y* (c L ( y , y y ) )  for which 
YY 



Then 

A 

= yx (x) (cf . 37.3) . 
And 

39.3 FU~JARX W e  have (cf. 528) 

T 
e o ( Y * )  -+ L~(Y,Y,) 

s" 
BO (XI , 

where T is the ismetric ismrphism characterized by the relation 



Let (X,Y, I) be an abstract Wiener space -- then the assigmmt x -+ Ox is 

a LSP on X and the completion of the pre-Hilbert space 

n 

2 2 
can be identified with L (Y,yy) which in turn represents L (R ,p 1. 

yx yx 

39.4 IiEMARK Suppose that 

(XIY1,1@) 

are abstract Wiener spaces - then V x E XI 

I - 

thus @I and @" are equivalent. 

39.5 LEMMA Let @:Y + R - be continuous. Put f = @ 0 I -- then 
f E M(X,CXIyX) md Lf = 4. 



1. 

$40. THE HEAT SEMIGROUP 

L e t  X be an inf ini te  dimensional separable real H i l b e r t  space -- then the 
camnicalmeasure on X with variance t > 0 is the set function 

yxt:Cx + [Or11 

defined by the rule  

where n = dim PX. 

[Note: Y ~ , ~  is, of course, a cylinder measure on X w i t h  

Suppose naw t h a t  (X ,Y , l )  is an abstract W i e n e r  space - then V t > 0, the 

set function y 
XI  t 

centered gaussian 

W r i t e  pt for 

-1 
0 I is countably additive on Cy, hence can be extended t o  a 

measure y on Bor (Y) (argue as  i n  39.1) . 
Y, t 

the extension of y t o  Bor (Y) , thus 
Y I t  

In addition, abbreviate y to yt. X, t 



Set theoretically, t/ t, 

but the inner products are different. 

To clarify the matter, observe f i r s t  that  

2 
[NOte: Recall that  Qx E Y* (c L (Y,pl)) and R (Qx) = x.] 

Pl  p1 

Therefore 

Let H (pt) be H (pl) (= X) equipped with the inner product derived £ran the norm 

Then 



In fact,  

40.2 REMARK v t > 0, the assigrnne.ntx + Qx is a LSP on X (per the prob- 

2 abi l i ty  space L (Y, pt) ) , ca l l  it Lt. Since 

it follows that  i f  tl # t2, then [L I # [ L  I .  
tl t2 

Given h t Y, let p be the image of pt under the map y -+ y + h -- then 
t l h  

Pt,h is gaussian and, on general grounds (cf. 26.19), 

40.3 IBQ4A Suppose thatt l  # t2 - then pt I pt2. 
1 



P m F  This is an application of 27.17. Indeed, 

40.4 LEMW p are equivalent iff t = t2 and hl - h2 E X. 1 

Otherwise, they are mutually singular. 

P m F  If t l =  t2, then V hlth2 E X, 

(cf . 27.2) . 

If tl L t2t pt ' Pt2 (cf. 40.3), hence pt 'tzfh2 (cf . 27.3) . 
1 1' 1 

40.5 RDWX Letx E X - t h e m  



The generalities developed near the end of 532 can be specialized to the 

present situation: 

So, if +:Y + R is bounded and Borel, then - 

= $*Pt (y) 

So, as in the finite dimensional case, the heat sesnigroup {P 1 is generated t 

by the one parameter family (pt} of gaussians. 

[Note: The operator -A is essentially selfadjoint on S(R~) - and nonnegative, 

2 n 
so its closure (deuoted still by -A) generates a semigroup on L (R ) . Put 

t A 
u(x,t) = (e 6 )  (XI. 

Then 



and u(x,t) is a weak solution to the heat equation 

au(x't) = Au(x,t). a t  

In addition, 

e 

40.5 LEMMA Pt$ is infinitely H-dif ferentiable (cf . 32.10) . 



541. THE REAL WAVE REPRESEMATION 

Let y be a centered gaussian measure on X, where X is a separable LF-space. 

A 2 A 

Given h E H ( y ) ,  determine h E X* (c L ( X , y ) )  by R ( h )  = h. 
Y Y 

Working over C, - we shall define two unitary representations of the additive 

2 group of H ( y )  on L (X,y) .  

[Note: Bear in mind that H (y )  is a separable real Hilbert space. ] 

U: - Given h E H ( y )  , let 

be the operator defined by the rule 

V: - Given h E H ( y ) ,  let 

be the operator defined by the rule 

Ad U: We have 



And 

Ad V: W e  have 

and 

41.1 LEMMA U and V satisfy the canonical comtat ion relations, i.e., 



But the RHS equals 

A 

= h' (x) + <h,hl > 
H(y) ' 

Applying now the standard procedure, put 

Then Wre defines a Weyl system over H(y) $ H(y) , the so-called real wave 

representation. 

Explicitly, 

Wre (h @ h' $ (x) 



Since 

it follaws that 

41.2 EXAMPLE 
n T a k e  X = R , y = yn - -- then, as has been seen earlier (cf. 2 2 , 8 ) ,  

the prescription 

defines a Weyl systw over R ~ "  - = R" - @ R" - w h i c h  is unitarily e q u i v a l e n t  to the 

Schriidinger system (cf . 10.4 1 . 

Wrking over R, - there is an ismetric ismrphisn 

2 
T:BO(X*) + L (X, y) (cf . 528) . 

Y 

On the other hand, thexe is an isometric i somorph i sm 



w i t h  inverse 

So 

~ : H ( y l  -+ X*. 
Y  

H e r e  

Now pass to  the mnplexification H ( Y ) ~  of H ( y )  and work over C - to get an - 

which sends 

where 



[Note: The symbol 

s W s  for the canbination 

<h - J-T h', h + &T h'>.] 

Let 

be the Fock system (cf. 10.3). 

41.3 I;EME.'IA We have 

A 

PW30F Take $ = Aft where f E X* (cf . 28.8) -- then T-'A~ = exp (g) (g = Ry (f) ) 
Y - 

and 

2 1 h  - -  1 h  <-,g>)exp(--+g) (cf. 9.4) 
JZ 42 J Z J Z  

A 

Apply T: 



Then 

To ccsnplete the unraveling, consider 

or still, 

thus reducing matters to  the equality 

= A, (x-h) . 
9 



But, by definition, 

41.4 U3WA We have 

"-1 PWl? Take IJJ = Af, where f E X* (cf. 28.8) - then T Af = -(g) (g = R y ( f ) )  
Y 

&i h'1 l 2  + h1,g>)=(- fi h' + g) (cf. 9.4) 
JZ JZ 

A 

Apply T: 



Now cancel the expnentials to  finish the verification. 

The canonical s ta te  is, by definition, the function 

To calculate it, write 



a- 
=WF (- - h + fi h')  R>m (H (y) ) JZ C - 

[Note: This result leads to a simple proof of the continuity of Wre. Thus, 

from the explicit formula, it is clear that 



cl,W (h 93 h') l> re 

is a continuous function of (h,hf) . But then, t!mnks to the ~ e y l  relations, 

for fixed (hl,hi), (h2,h;I, 

Wre(hl @ hi)  1, Wre(h @ ht)Wre(h2 93 h;) 

is a continuous function of (h ,hl ) .  Therefore Wre is continuous, 1 being a cyclic 

vector for  W,, . I 

41.5 EXAMPLE To run a real i ty  check, take X = R - and let 

Consider 

Then 

But V z E C,  - 

1 
2 -x /2 - IR exp(=le 

2 
d x = e x p ( z / 2 )  (cf. 24.6). 

4 5  - 



Therefore 

Change of Variable: 

h -+ fi h: We have 

[Note: The transformation 



In view of these relations, mdify the definition of the real wave 

representation: 

Nuw go back to the Fock system: 

Iet U:H (y), - H(y) be mltiplication by - - then - C - 

= wF(- G'i h  + h ' )  . 

Therefore the Fock system is unitarily equivalent to the Weyl system 

h  + &i h' -+ WF(- G i  h  + h ' ) .  

Ann, by the above, 
A 

- - W&(h @ h ' ) .  

Consequently, the Fock system is unitarily equivalent to  the modified real wave 



representation. 

41.6 REMARK Take X = If, y = yn -- then the mdified and unmdified real 

wave representations are unitarily equivalent. To see this, consider the map 

s:cn - - c" 

Then S is a syrnplectic autonmrphism of cn - (viewed as a real vector space), hence 

by Shale' s theorem is implaamtable (cf . 12.19) : 3 rS E u (BO (f) ) such that 

Therefore the Fock systan is unitarily equivalent to the Weyl systan 

the latter being unitarily equivalent to the real wave representation. 

[Note: In the finite dimensional case, the Hilbert-ScMdt condition on S 

is automatic. This, of course, is false in the infinite dhnsional case: S is 

a symplectic autamrphism of H (y) but S is not implenmtable if dim H (y) = -. 1 - - 



942. THE SCHR~DTNGER SYSTEM 

Let (x,Y,x) be an abstract Wiener space. Consider the real wave representation 

attached to pt. Officially, this is a Weyl systen over H(pt) d H (pt) which is 

2 realized on L (Y, pt) : 

Here (cf. 540) 

and 

For later applications, it will be best to partially eliminate the parameter t. 

To this end, put 



2 
ÿ hen wt is a Weyl system wer X 18 X which is realized on L (Y,pt). 

N.B. We have 

where 

[Note: It is clear that the pair (U,V) satisfies the canonical mtation 

relations per <,> ] 
X ' 

42.1 The Wt are irreducible. In addition, if t' t t", then Wt, 

is not unitarily equivalent to W,,, . To see this, let L' and L" be the underlying 

were unitarily equivalent, then L ' and L" would be weakly equivalent, 

hence pt, and ptl, d d  be mutually absolutely continuous, a contradiction (cf. 40.3). 

Let lt: X + H (pt) be the isametric ismrphism which sends x to Jf x: 



Therefore 

Passing to ccnrrplexifications, put 

and let 

be the Fock system (cf. 10.3). 

Then we have 



h 

= e (cf. 41.4) 

The canonical state at time t is, by definition, the function 

To calculate it, write 



1 
= w (  - h  1 1  - E x + v E x ' 1 1 2 )  (cf. 9.5) 

m xc - 



1 In particular: The canonical state at time is the function 

We shall now ccarrpare 

These are Weyl systems aver XC a r ~ I  we claim that they are unitarily equivalent. - 

42.2 Recall that the Fock system over Xc is unitarily equivalent to - 
2 the mdified real wave representation realized on L (y,pl). Granted the claim, it 

thus follows that the Fcck system over XC is unitarily equivalent to the Weyl 
- 

system W 1/2 ' 

By definition, 



m?(Q Qx(y) - 11x1 $(y- JS x). 

Then DW~D-' is a Weyl systan over XC which is re 

2 1/2 - [eXP(2mx(y) - I 1x1 Ix) 1 $(y-x) - 
On the other hand, WlI2 is a Weyl systan over XCwhich is also realized on 

- 
2 

L (Y,P~,~) : 



Therefore 

A t  this point, it w i l l  be convenient to revert back to  the traditional 

notation of the bosonic theory. 

So le t  14 be an infinite dimensional separable ccxtplex H i l b e r t  space -- then 
a real part of H is a set Ho of the £om 

where C is a conjugation of H. 

let Ho be a real part of H - then v f,g E Hot 

<f,g> E R. 

Since H0 is necessarily closed, it follows that Ho is an infinite dimensional 

separable real H i l b e r t  space. &braver, the wmplexification of H0 is isamrphic 

as a q l e x  Hilbert space to H. 



Let C, and C2 be conjugations of ff and let H1 and H2 be the corresponding 

real parts of ff. Consider abstract Wiener spaces 

Then this data gives rise to two Weyl systesns over H: 

mmzi d and d are unitarily equivalent. 
1/2 1/2 

PRCXlF Both are unitarily equivalent to the Fock systw over ff. 

The Schr&inger systm over ff is W taken aver any real part of ff. 
1/2 

[Note: The l e m ~  implies that the schr&inger system over H is unique up 

to unitary equivalence.] 

42.4 When these considerations are specialized to the finite 

dimensional case, the resulting schr&inger systw is not the schr&inger systan 

of 10.4 (but the two are unitarily equivalent). 



543. THE WIENER TRANSFORM 

Let U:C - -t C - be multiplication by - then U extends to a unitary operator 

r(U) on BO (s) which, in the nth slot, is multiplication by (R) )", thus 

is a unitary operator, the Wiener transform. 

[Note: Here, as usual (cf . 6.10) , 

is the i~~metric imrphism characterized by the relation 

43.1  EXAMPLE We have 

Hn -1 Hn 
W (-) = Tr (U) T (-1 

m m- 

m = Tr (U) (1 ) 



Hn = - 
la- 

43.2 LEMMA V z  E C, - 

ZX J - - Z z x + z  2  
W ( e  ) = e 

PIZOOF W r i t e  

43.3 EXAMPLE W e  have 



[In fact, 

n 43.4 L E E a  Let £ = x - then 



PIiCXlF F'rm the above, 

or still, 

But 

n x n x k 
(-- (k)(-) (- f i y )  n-k 

k 0  JZ 

n n x k n-k n-k = 2 (k)(-) - Y 
k=O JZ 

n 1 n-k n-k n x 
= ( 1  (-1 (-1 y 

b 0  JZ J-?: 

n n x k k-n n-k 
= ( 1 -  ( )  y 

k==o JZ 

On the other hand, 

n k x n-k 
= cmn z cpm -1 y 

k=o a 



n n x k k-n n-k =(fin)" L ( p - 1  (a y . 
k=O JZ 

43.5 RENAFtU The Omstein-Uhlenbeck 

Here, of course, t is positive. However, 

T f (x) = 
- G i g  

which is precisely the Wiener transform 

2 
43.6 LEMMA V f E L (Rty), - 

w-lf (x) 

semigroup is defined 

if t is allowed to be camplex, say 

PROOF It suffices to show that 

C\ 

df (x) = f (-x) 

WC 
on a total set of functions, e.g., the exponentials x -t e ( z  E s). But 

& i z x + z  2 
w(eWC) = e (cf. 43.2) 



Define 

by 

where 

Define 

by 

where 

and 

43.7 iXNM?i We have 



PROOF If 

then 

1 2  J-fzx+-z 2 (cf. 43 .2 ) .  

With this in mind, consider 

or still, 

But 

1 2 
- JR e 

R x y  exp ( - 5) eZYdy 
4% - 

2 
= JZeXp((J-?rx+z) ) .  

Now apply U -- then the r e s u l t i n g  function of x is 
1/2 



W e  are thus l e f t  w i t h  

Suppose now that X is a separable LF-spce. L e t  y be a centered gaussian 

measure on X -- then in view of what has been said in 928 (and passing from R - 
to C) - , there is an isametric i m r p h i s m  

characterized by the  relat ion 

T exp(f + &i f') = A I 

£ + & i f 1  

[Note: The symbol 



stands for  the canbination 

<f - &i f ' ,  f + ,m f l> . ]  

is a unitary operator, the W i e n e r  transform. 

which, in the  nth s l o t ,  is multiplication by (a) n.] 

Since W is unitary, it follows that 

1.e.: The Plancherel formula is autoanatic. 

2 
There is also a version of the Parseval formula, viz.: V $,@ E L (X,y), 

Proof: It suff ices t o  check t h i s  relat ion on functions of the  form 

LHS: W e  have - 



RHS: We have - 

= exp(<f - &i f', a g-g'>) 

Theref ore 

LHS = RHS, 

£ran which the result. 

43.8 REMARK Suppose that $ = R -- then 
f + & i f '  

On the other hand, V t > 0, 



So, passing into the ccmplex damin, and taking t = - $ , we conclude that 

A plymmial on X is, by definition, 

f in i te  number of linear functionals on X. 

[Note: Any polyncmial on X admits a 

any (complex valued) plyncsnial in  a 

uniqe extension to  the ccarp?lexification 

43.9 m Let p be a polynomial on X - then 

43.10 EX?,MPLE Take X = R a n d  - let 

Then in the notation introduced a t  the end of 58, 

(X* ) = Ct. 
Yt s 

This said, l e t  

2 2 
W~:L (R,yt) -* L (RIyt) 

be the Wiener transform a t  time t. Since 



it follows that 

Here rt (u) refers to BOt . But 

where r (U) refers to BO (C) - . Indeed, 

Therefore 



Let p be a polynchnial -- then the claim is that 

or still, 

To see this, put 

Then 

= i p (a + 6 y ) d ~ ( ~ )  (cf. 43.4) - R t &  

as claimed. 

[Note: Wt can also be represented as an integral transform: 

or still, 



Thus l e t  f = AZ, where 

Then 

ZX 
2 

W(e ) = e R Z X C Z  (cf. 43.2) 

Turning to the integral, we have 



In the f in i te  dimensional case, the Wiener transform is the gaussian version 

of the Fourier transform. But in  the infinite climensional case, the Wiener trans- 

form "is" the Fourier transform. Here is sane additional evidence for this  con- 

clusion. 

Let (X,Y, l )  be an abstract Wiener space, where X is an infinite dimensional 

2 separable real H i l b e r t  space. Suppose that f E L (Y,pl) is X-differentiable and 

Then it can be shown that v x1,x2 E XI 

Therefore this result is an infinite dimensional version of the inequality: 
.. 

2 n valid for any f E L (R - ) . 



544. BARGMANN SPACE 

This is the set A2(C") - of a l l  blamorphic functions F on C" - such that 

It is a -1ex filbert space with inner product 

2 2 2n 
[ ~ o t e :  TO be ccsnpletely precise, L ('?,PI - = L (R ,plI2) . I 

44.2 LFlMP4A The functions 

2 
are an orthonormal basis for  A (P) - . 

[Note: Here I is an arbitrary multiindex.] 

The series 

is absolutely convergent V w,z E dl. - Call its sum K(w,z) -- then 



[Note: Let 

Then 

2 n ard the set {E~:W E $1 - is total in A (C - ) . Its elenents are called coherent 
states. I 

Put 

where 

and 



Then the Barrp~nn transform is the map 

defined by the rule 

defined by the rule 

provided the integral is absolutely convergent, e.g.l i f  F is a polynomial. In 

general, one can cc~npute B-%' by applykg it to the partial sums of the Taylor 

2 
series of F (which converge to F in the topology of A (cn)) - and taking the l i m i t  

of the resulting functions in the L* norm.] 

44.4 EZEMARK We have 



[Take n = 1 and ignore all issues of domain. 

= - fi zBf (2) + B (xf (x) ) (2) 

=> 

- f i  zB + BQ. B d x =  

The rest is elmientary algebra. 1 

2 n 
If these considerations are transferred to L (R ,q), then t?he J3argmann 



transform is the map 

which s d s  f to the function 

or still, to the function 

where now 

[Note: To convince ourselves of this, take n = 1 - then, in the notation 

of 58, 

the claim being that 



First, 

Second, 

Third, 



Finally (cf . § 8) , 

44.5 EXAMPLE By definition, 

Therefore 

(cf. 44 .2 ) .  

2 n s t r i c t l y  speaking, B maps L (R ) to (f) but when the context is clear. 

2 n 
the same syn-hl is used t o  denote its transfer to L (R - , pl) . 



44.6 REM?Q?K Since 

it follows that  

[Note: Recall that the arrow 

is characterized by the relation 

(T e x p ( z )  (x) = e 

If z is fixed, then the Bargmann transf om of eZ as a function of w E cn, - is 

Therefore the composition 

sends - exp(z) to the coherent state E - : 
z 

<z,w> - 
E - (w) = e - e = e .I 

Before proceeding further, we shall define Ism unitary representations of 

2n ) , which w i l l  play a fun3amental role in the additive group of d on L (R ,plI2 

the sequel. 



U: - Given a E Rn, - define 

- 1  la112/4 -<z,a/n> 
U(al$(z) = e 

a e $(z + -1. 
n 

V: - Given b E Rn, - define 

[Note: Here 

and the inner products are cmplex. 1 

That U (a) and V(b) are really unitary requires a verification. 

Ad U: We have 

Therefore 



Ad V: We have 



Therefore 

[ N o t e :  N e e d l e s s  to say, the convention is that 



44.7 UEMA U and V satisfy the canonical conmutation relations, i.e., 

But the RHS equals: 



Consequently, the prescription 

defines a Weyl system over R" - @ R~ - (or still, over cn) - . 
Explicitly : 

To sinrplify this, put 

Then 

In what follows, it will be convenient to work with x2 (C") - , the antiholo- 

2 n 
mrphic counterpart of A (C_ ) , writing for the map 



which sends f to the function 

or still, to the function 

-2 n 
44.8 REMARK W is not irreducible. In fact, A (C - ) is a closed invariant 

2 2 2n 
subspace of L (dl.~) - ( = L (R ,py2) ) . 

It was shown in 541 that the F a k  systen over f is unitarily equivalent to 
2 n 

the modified real wave representation realized on L (R ,pl) : 

wrroa (a + &i b) $ (x) 

Put 



44.9 LEDMA W e  have 

[Note :  Therefore Wd and Wcx are unitarily equivalent.] 

w-X It suffices tr, check the lm on functions of the form x -t e and for 

this, one can take w = 0 and capare 

1 g[x + e x p ( a , c / n  - <a,c>)] 

with Wcxl, i.e., with 

z -+ acp(<z,c>/JZ - <c,c>/4). 

By definition, 

But  

mtters thus reduce to 



However 

And this compIetes the proof. 

N.B. Wcx is called the complex wave representation. 

So, the Fock systen is unitarily equivalent to the modified real wave 

representation which in  turn is unitarily equivalent t o  the ccgnplex wave 

representation. 



545. HOLOMORPfflC FUNCTIONS 

L e t  (X,Y,I) be an abstract W i e n e r  space -- then a ccnnplex structure on 

(X,Yf1) is a complex structure J on Y such that JX c X. 

Suppose that J is a acxr~plex structure on (X,Y,I) -- then J is said to be 

isometric i f  

2 2 
4 5 . 1  EI)(AMPLE T a k e  for (X,Y, I )  the tr iple  ( w i f l (  [0,1] :R 1, ~ ~ ( [ 0 , 1 ]  ;I! ) , I )  - 

and define 

J f = J ( f  ,f = ( - f  ,f ) .  1 2  2 1 

2 2 
Then J leaves W: ( [0.1] ; R ) invariant. Since the norm on c0 ( [ O r  1 1  ; T( ) is - 

2 
a d  since the n o r m  on $ f l ( ~ O , l l  :R - 1 is 

it follaws that J is isozo~?tric. 



let J be an isanetric complex structure on (X,Y. I )  -- then the norm 1 1 -  I l y  
is said to  be rotation invariant i f  V y E Y, 

I I (a + bJ)yl l y  = la + fl bl I lyl l y  (a& E R) .  - 

[Note: This condition implies that  Y- is a Banach space aver C.] - 

45.2 RH4ARK If  1 1 . 1  l y  is not rotationally invariant, then / 1 . 1  l y  can always 

be replaced by an equivalent norm I I I I that is rotationally invariant, viz. 
Y,J 

I I Y I  l y I J  = sup II(cos 0 + ~ s i n 0 ) y l l ~ .  
0<012.rr 

[Note: Because I I I I is equivalent to  I I I 1 y, the restriction 
y, J 

1 1 I f  0 I is tight.] 

Suppose that J is an isometric complex structure on (X,Y,x)  under which 

I I I l y  is rotationally invariant. let YE = Y* B Y* -- t h a  the elements of - 
Y* are the continuous R-linear canplex valued functions on Y. Put 

C - - 

Then Y *(110) Y * ' ~ ' ~ )  are complex subspaces of Y* an]. c 



b!breover, the elesnents of Y * ("O) are the continuous C-linear - canplex valued 

functions on Y, i.e., Y * (ltO) is the dual of Y-: 

[Note: The definitions of X;, x * ( ~ ' ~ ) ,  ard x*(Orl) , analogous.] - 
A function F:Y -t C - is a holmrphic polyMania1 i f  it has the form 

where Xi E Y (i = l I . . . n )  and f:cn - + C - is a polyncmial. 

[Note: Antiholmrphic polymnials are defined by replacing Y *(LO) 

y*(OI1) - 1  

mite P (Y) for the se t  of holomorphic polynomials on Y. 
H 

2 
let F E L ( Y , P ~ , ~  

2 
) -- then F is said to  be an L -holamrphic function 



2 2 Denote by A (Y) the set of L -holmrphic functions on Y. 

2 45.4 FUWii?K In general, an L -holamrphic function F is neither continuous 

nor X-differentiable (but it is true that  V x E X, 

2 exists a.e. [plIZI 1 . F u r t h ~ r e ,  there are elgnents of A (Y) which are not in 

the soblev  space 2'' ( Y , ~ ~ , ~  ) (cf. 45.9). 

45.5 SPLITTING PRINCIPLE Fix A E Ye: 1 lxhl I X  = 1. Let X(h)  be the linear 

span of x ard JxX; let X' = X( X) and let X 

be the associated orthogonal projection. Assuming that  X is contained in Y, c a l l  

Y'  the closure of X' i n  Y and extend P' continuously to  Y': 

Q1:Y + Y' .  

Define a bijection 

by 



Then 

H e r e  

2 S u m s e  now that F is an L -holamrphic function. View F a s  a function of (z ,yl) .  

that 

for 1-1' - 

c w c t a  

Fix a sequence IF,} of holamorphic plyncanials: Fn -> F, arranging matters so 

L~ 

age.  y'. For such a y' ,  the sequence { F ~ ( z , ~ ' ) }  converges uniformly on 

. Therefore F ( z  , y ' ) is holamrphic i n  z (change values on a uC-null s e t  - 
if necessary) . 

2 45.6 LE2Wl Let F1,F2 E A (Y) .  Assume: 

Then 

F1 = F2 a.e. [P1/zl 

PrmJE. Take F2 = 0, prt F = FII and let 

B = {y :~(y )  = 01. 



Then for y '  - a.e. y ' ,  

+{z:F(z,yl) = 0) = 0 or 1 (cf. 45.5), - 
thus 

or still, 

p1/2 (B xh) = (B) . 

Since A is arbitrary subject to I lxA 1 l x  = 1 and since by assumption plI2 (B) > 0, 

the conclusion is that p (B) = 1 (see the proof of 
1/2 

Fix a sequence {An) 

basis for X * (hence 

c Y * O) with the property 

that {In} is m orthonormal 

45.7 LEMMA The functions 

2 constitute an ortbomlmal basis for L (Y,P~/~) (cf. 

that {An) is an orthonormal 

basis for X * (0,U 1 

[Note: Here {a. and {b. 1 are sequences of nonnegative integers, amst all 3 3 

of whose tenns are zero. ] 

2 ~ e t  W denote the closed linear subspace of L (Y,plI2 ) generated by the 
arb 



where C a = a, C b . = b, and let I denote the orthogonal projection of 
j j j 7 a,b 

2 
L (Y ,plI2) onto W - then 

arb 

and 

2 
45.8 iXWA Let F E L (Y,P~,~ 

2 
) -- then F E A (Y) i f f  V b r 1, 

Iatb(F) = 0. 

2 
[Note: So, i f  F E A (Y) , then 

Given a - = (al,a2, ... ) (151 E E aj, aj = 0 (j > > 0)) , put 
j 



2 2 
the F form an orthonormal basis for A (Y) , thus V F E A (Y) , 

a - 

where 

2 
[Note: This expansion is called the L -Taylor series of F.] 

45.9 FXAMPLE Let 

T h e r e f  ore 



45.10 Let 

Then the Aa form an orthononnal basis for BO(X *(lfO)) and the arrow - 

is an ismetr ic  isamrphisn. 

[Note: X* is the dual of XI. 1 

PWXlF This is obvious i f  F = %, which suffices. - 
[Note: Theref ore 



946. SKELETONS 

~ i x  an abstract Wiener space (X,Y, I )  and keep to the assumptions and notation 

of 945. 

Given 0 E R, - define 

'%/2' 

Y 
=F((cos 0 + Jsin 0)y). 

2 
46.1 Let F E A (Y) -- then 

PROOF There is m loss of generality in supposing that F is a holamrphic 

polynomial. Since UBIm(F) = e a Im(F), we have 



fm which the lama. 

46.2 Ll3W4 Let Br = {y  E Y: I IyI I y  2 
< r) - then V F € A  (Y), 

PROOF One has only to note that 

2 46.3 REMAJ3K If F E A (Y) is continuous, then 

2 
Let F E A (Y) -- then the skeleton of F is the function 

sF:X +- C - 



defined by 

46.4 REMARK We have 

2 
= ,, F ( Y ) ~ W ( ~ @ ~ ( Y )  - 11x1 IX)d~1/2(~) 

[Note: The functions 

2 
y-texp(2mx(y) - IIxlIX) (X E X )  

2 are total i n  L (Y ,pli2 ) (cf. 28.8). Consequently, SF = SF2 i f f  Fl = F2 a.e. 
1 

[ P ~ / ~ I  1 

2 
46.5 LEbY-lA Fix x E X - then V F E A (Y), SF(x) is the Lebesgue density 

2 If F E A (Y) is continuous, then 'd x E X, SF(x) = F(x). 1.e.: 

S = F I X .  F 

In general, F always admits a version for which this is true, a f ac t  which is not 

obvious and requires sane preliminaries. 



Given a sequence {Fn} of holmrpkic plymnials such that 

N~({F~}) = {y:Z IFn(y) 
n 

4 6.6 LE3MMA Under the above assumptions 

Therefore 

46.7 LEMMA V X E X ,  



2 
Let F E A (Y) . Qmse a sequence IF,} c PH(Y) subject to the follcwing 

conditions : 

Let 

- ," - 2 
Then F = F a.e. [p I ,  thus F E A (Y). 

1/2 



[since x 6 N2 - Fnl) (cf- 46-71 I 

Fn(x) + @ (x) . 

2 
Given F E A (Y) , it w i l l  be assumed henceforth that 

SF = F I X .  

On general grourds, SF is locally bounded and differentiable (cf. 532). 

[Note: We have 

In this connection, observe that 



4 
(cf. 540) = ( ~ ( 2  11x1 I1,p 

= e m 2 1  1x1 1 2 )  . I  

One can also view S as a function on X-. As such, for any choice of xo F 

d x i =  . , in  X-, the function C? - + C - define3 by 

46.9 RAPPEL Let i 7 be a separable ccenplex H i l b e r t  space -- then a function 

F:ff + C - is said to be holrnrphic i f  F is locally bounded and holamorphic on each 

f ini te  dimensional subspace of ff. 

2 
Accordingly, v F E A (Y) , 

46.10 IBYM?i Suppose that 3 M > 0: 

IsF(x) / s M V x E X. 

Then 4 a constant C:F = C a.e. [ P ~ , ~ ] .  



PROOF v x E X, the function z -r SF(zx) is holoouphic, hence is constant. 

Therefore 

SF(x) = SF(0) (X E X ) .  

2 Let C = SF (0) -- then the function y -+ C is i n  A (Y) and SF = SC, thus 

F = C a.e. [p 1 (cf. 46.4). 
1/2 

46.11 LEWR Suppose that 3 an open subset 0 c X: 

Then F = 0 a.e. [pll21. 

PI(COF Fix xo E 0 and consider the holcrrorphic function z + SF(x0 + zx) 

(X E X) . If I z I is Sufficiently small, say 1 z 1 < E, then xo + zx E 0, hence 

S (x + zx) = 0 ( ( 21  < E ) .  But this implies tha t  
F 0 

for a l l  z, i n  wticular 

Therefore 

F = 0 a.e. [p I (cf. 46.4). 
1/2 



2 Denote by A (X) the set of  a l l  f u n c t i o n s  F o n  X of the form 

where 

2 Then A (X) is a rorrq?lex H i l b e r t  space w i t h  inner product 

2 2 46.12 A (Y) vs. A (X) The connection between the t w o  is sirnply this: The 

arrow 

I- (Y) -+ A' (X) 

2 
N.B. It follaws that the elements of A (X) are holmrphic (in the sense - 

of 46.9) . 
let <, >- (= <, > J) he the inner product o n  X- : 

2 
46.13 I D l M A  L e t  F € A  (X) -- then t/ x E X, 



Consequently, the evaluation 

is continuous, hence there 

x -t F (x) 

2 exists a unique elenent Ex E A (X) such that 

2 The set {EX:x E X} is total in A (X) .  Its elements are called coherent states. 

One has 

[Note: Recall that X * ( l r 0 )  is the dual of X-. Given A,q E x * ( I f  O ) ,  determine 

Then the inner product < h , ~  per X *(1,0) is <e e >'". And the arrow 
n' A 



46.14 Let Vn be the span of {el , .. . ,e 1 and put dn = dim Vn - 
1 X n 

2 
46.15 RPlARK let z2 (Y) and z2 (X) be the antjholcc[y)rphic versions of A (Y) 

2 and A (XI -- then z2(y) . ji2(x) a i i  ji2(x) 1. - B~(x*("')) or still, ii2(x) 1. - w ( x ~ )  I 

the point being that X * is the antidual of X- , hence is isometrically 

isamrphic to Xw. 



547. Tff E COMPLEX WAVE REPRESEBTATZ ON 

Let X be an infinite dimensional separable cmplex Hilbert space. Fix a 

real part Xo of X and let (XOfYOr~) be an abstract Wiener space -- then 

(Xo x Xo, Y x Y  I x I) is anabstractwiener space. 0 Of 

[Note: The exchange 

(Y~~Y;)) + (- y;)ryO) 

is an iscanetric canplex structure on (Xo x Xot Yo x Yo, 1 X 1) .I 

47.1 REMARK The finite dimensional &el is 

It was shown in 541 that the Fock system over X (= Xo + Xo) is unitarily 

equivalent to the modified real wave 
2 representation realized on L (yo ,pl) : 

In the finite dimensional model, the modified real wave representation is also 

unitarily equivalent to the ample. wave representation (cf. 944). Objective: 



Extend these considerations to the inf ini te  dimensional situation. 

2 
To begin with, let us recall  that L (YO,pl) is the ccanpletion of the pre- 

H i l b e r t  space 

.-. 

This said, the infinite dimensional version of the Bargmann transform is the 

isometric ismrphism 

2 characterized by the following property: For a l l  f E L ( X O t C p ; ~ X O )  , 

[Note : 

and SBf is the skeleton of Bf.1 

N.B. There is, of course, an antiholamrpkic version of B, c a l l  it 5. 
2 

Define now a Weyl system wer XI realized on L ( Y , P ~ ~ ~  ) , by the following 

prescription : 



[Note: Obviously, 



Since < - ,c / f i  belongs to Z* (X) , it follows that the multiplier 

-2 belongs to x2 (Y) . Therefore A (Y) is W-invariant . 

What was said in the f ini te  dimensional case then goes through in the 

infinite dimensional case: Put 

47.2 LENMA We have 

[Note: Therefore Wd and Wcx are unitarily equivalent.] 

N.B. Wcx is called the q l e x  wave representation. 

So, the Fock system is unitarily equivalent to the modified real wave 

representation which in turn is unitarily equivalent to the complex wave 

representation. 



Working first in Rn, consider the laplacian A -- then (cf. 1.15) - 
1. A is selfadjoint. 

2. A 1 C: (Rn) - is essentially self ad joint. 

2 
48.1 RFNARK The spectrum of - A is [ O f - [ ,  thus - m (m > 0) is in the 

resolvent of - A. Therefore 

2 -1 ( - A + m )  

2 n is a bounded linear operator on L (R ) . 

w i p  c;(Rn) - with the norm 

1 2  (r E R). - 
L 

Then its ccmpletion is the Sotolev space (Rn - 

Dm(A) = ~I~(R"). 

) . In particular: 

Suppose now that M is an n-dimensional connected cW manifold. 

I. Assume that M is campact. Fix a finite covering of M by coordinate 

charts { (U . , mi) an3 let {K~} be a subordinate partition of unity. Given a 
1 

distribution T on MI write T E $F~(M) if for each i, the pushforward (mi) + (K~T) 



is an elenent of w~~~ (Ff) . This definition is intrinsic, i. e., independent of 

the choices made for Ui , Oil and K ~ .  ATd 2 'r (M) is a H i l b e r t  space w i t h  norm 

11. Assume that M admits a ccknplete riemannian structure g - then the 

laplacian A is the divergence of the gradient, thus locally 
g 

and a theoran due to Gaffney says that A I c ~ ( M )  is essentially selfadjoint. One 
g c 

then defines w21r (M) a s  the completion of C: (M) w.r . t . the norm 
9 

[Note: The space w 2 1 r ( ~ )  depenls on g but i f  M is canpact, then 
g 

w21r (M) = 2" (M) . I  
4 

48.2 Let (M,g), (M1,g') be two cmplete riemannian manifolds. 

Suppose that Y:M + MI is a diffeamrphisn -- then for any open, relatively 

ampact s e t  o c M, 3 c1 > 0, C~ > o such that v f E C;(O), 

[Note: Take M = MI , Y = id  -- then the topology on C: (0) induced by $ (M) 
g 

is equivalent to  the topology on C: (0) inducd by (MI . I 



949. A CLASSICAL EXAMPLE 

s3ppose that (P4,g) is a ccanplete ries~nnian manifold. L e t  

o( (f l If2)  , ) = J, (flf; - fif2)dllg. 

Then the pair (E, o) is a symplectic vector space. 

[Note : p is the riamnnian measure attached to g . I 
(3 

49.1 LEMMA Define J:E -t E by 



The energy inner product % on 

is defined by 

49.2 M W e  have 

PROOF View the pairs 



2 
as elements of L (MI pg) : 

Then 

Therefore 



The energy inner product % is not pure. To canpute its purification, 

observe first that 

where, of course, the spaces are taken over R. - Recall now that 

is characterized by the condition 

Agreeing to regard the elements of E as column vectors, VE then claim that 

In fact, 



[Note: 1t follows that A is injective, hence a is symplectic (cf . 20.12) .] 
1 - 1 ~  '-'E 

49.3 REMARK The operator (1 - is a bourkied linear t r a n s f o m t i o n  

2 £run L ( M  ) to w~'~(M) c $"(M). 
g 9 g 

49.4 LEWlA L e t  

be the p o l a r  d e c m p s i t i o n  of A - then 
'33 

and 

PROOF It is clear that 



J% 

is orthogonal: We have 



I A  I is mnnegative: W e  have 
"E 

Write %,p for the purification of pE: 

*IP 
( ( f l I f 2 ) '  (fi'f;)) 



the Soblev inner product per 

H e r e  (A I = I (cf. 20.25) and 
%,P 

Proof : 



49.5 REMARK The operators 

are bounded linear transformations, so everything makes sense. 

Since 
%IP 

is pure, one can realize 20.19 directly (see the discussion after 

20.27): Use the ismetr ic  corr~plex structure 

to convert ff into a complex filbert space ff" w i t h  inner product 
'-h I P '.'E,P 

or still, 

Naw take 



and let k :E -t ff" be the inclusion -- then 
P 

I P 

defines an irreducible representation of W (El o) on BO (ff" ) which is the GNS 
% l ~  

representation associated with the state 

1 
= =I?'- ;i iDIP ( (flIf2) I (fl,f2) 1 )  - 1  

n Swialize and take M = g (g = euclidean metric) -- then 

L e t  

Since S (R") - is nuclear, e -4/2 is the Fourier transform of a unique gaussian 

n * measure y on S (g ) (cf. 534 (e.g. 34.15) 1 . Here 



[Note: On general grounds (cf. 34-14), there is an ismetric i smrphisn  

n 
the canonical pairing - then V @ € S (5 y. 3 a unique A E 

@ 
d 2  ( such that 

49.6 LEMMA The a r m  

I- 
is bijective w i t h  inverse 

Passing from R - to C - an3 imitating what  was done i n  the formulation of the 



real wave representation, we shall ncw construct a Weyl ,system over 

W2JI2 (If) B W2r-1/2 (g) . 

U: Given h E W - 2 r  'I2 (R") - , let 

u(h) :L~(S(R")*,~) - + L~(S(R")*,~) - 

be the aperator defined by the rule 

U (h) 3, (x) = 3, (x+h) 

V: Given X E - l 2  R - , let 

be the operator defined by the rule 

The definitions then imply that 

U(h)V(X) = exp(fi [h,XI )V(A)U(h). 

[Note: Observe that 



~ollawing the standard procedure, put 

Then W defines a Weyl system over 

[Note: The underlying symplectic structure a is induced f ram [ , 1 in the 

usual way: 

Since 

it follaws that W restricts t o  a Weyl systan aver (Eta)  -1 

Next 



This makes it plain that  it is &st to work with Wnodr since 

In particular: b' f l t f2  E c:($), 

Consequently, the assignment 

2 n *  
defines a representation of W (E, a) on L (S (5 ) , y) which is the GNS representation 

associated w i t h  the state w corresponding to + 
+IP 

r ~ '  

J-T <f ,- > 2 n *  
[NO*: The functions e (f E C;(R")) are dense in L (S(R ,y) , - 

thus 1 is cyclic.] 



49.7 Define 

Then it is clear that U is bijective and 

In addition, U is cc~nplex linear: 

while 



Suppose that tl is a f ini te  dimensional cc~c~plex Hilbert space, A: ff +- ff a 

selfadjoint operator -- then the quantization of the pair (ff,A) is the pair 

1 
(BO(l-0, dI'(A) + t r ( A )  

50.1 EXAMPLE (The Harmonic Oscillator) In the (q,p) -plane, l e t  

Then H is the hamiltonian for the harmnic oscillator, viewed as a classical 

mhanical system. To quantize it, we shall f i r s t  convert to  an equivalent 

quantum mechanical systgn. To this end, take U = C - ard A = I -- then the 

Schradinger equation per (C , I )  - is equivalent to  the equations of motion 

per H. ~ h u s  fix (qo,po) -- then the classical trajectary through (qo,p0) is 

- 
q( t )  = q0 COS t + Po sin t 

p( t )  = -q sin t + po cos t. 
- 0 

On the other hand, put 

- a tI 
(Q(t) , P ( t l )  = e (qo 'pol 



But 

= (COS t - G I  s in  t) (qo + fl pol 

= qo cos t + po sin t + (- qO sin t + po cos t) 

= q0 sin t - Po Cos t + ,a (qO 03s t + Po sin t) 

d - (qO sin t - p Cos t,qo cos t + p sin t) 
d t  0 0 

= (qO cos t + po sin t, - q0 cos t + po cos t) 

=> 

- 
Q(t) = q ( t )  

- P ( t )  = p ( t ) .  

Applying now the quantization procedure to the pair (C,f) - gives the pair 

2 
(BO (c) ,N + ard when transferred to L @) , we have (cf . 8.7) - 



the hamiltonian for the hanmnic oscillator, viewed as a quantum mechanical system. 

It is a stardard observation that a quantum mechanical system can always be 

viewed as a classical mechanical system in the sense Chat the ~chrijdinger equations 

are an instance of Hamilton's equations. 

Thus suppose that ff is a ccnnplex Hilbert space. Let A:Dam(A) + ff be selfadjoint. 

Put X .  = - fl A and define 

50.2 LEMMA On Dam(A1, 



Therefore s is a hamiltonian vector f ie ld  w i t h  energy < A >. This said, 

the flow of XA is the function 

defined by 



- 
= Xtr 

the curve t + xt being the trajectory of through x: 

which are Hamilton's equations for < A >. 

N.B. 

."i Gt = Axtr 

the Schrijdinger equation. 

Suppose now that ffo is a real H i l b e r t  space. 

50.3 LEMMA Let T:Dom(T) + Ho be densely defined and closed -- then on 

W(T) , the prescription 

equips Dam(T) w i t h  the structure of a real Hilbert space. 

[Note: Assume that T is selfadjoint and r 1 -- then D ~ ( T ' / * )  is a real 

Hilbert space w i t h  inner produck 

112) In  fact, V Jl E m ( T  , 



50.4 EXAMPLE (The 

l2  5 I  I *  

Abstract Wave Equation) Assume that T:Dm (T) -+ Ho is 

selfadjoint and 2 I -- then 

is a real H l l b e r t  space w i t h  norm 

Define o:HT x HT + R by 

Then the pair ( f f T I ~ )  is a symplectic vector space. Put 

and let 

where 

1/2) ~can(X) = D ~ I I ( T )  $Doun(T . 

The definitions then imply that on Dam(X) , 

txa = dE (cf. 50.21, 

so X is a hamiltonian vector f ield,  thus the equations of mtion are 



f(t) = Xy(t). 

Written out, if y (t) = ($(t) ,x(t) ) , then 

- 
= x(t) 

- G ( t )  = -T$ (t) 

or still, 

Now let 

Then 

is an isometric canplex structure, hence H i  is a cmplex Hilbert space, the inner 

product being 



It is straightforward to check that X is skewadjoint (note that X c m t e s  with 

J), thus 

is selfadjoint. Here 
- 

cos (tT 1/2) 

Then 

1.e. : 

Therefore the ~chrijdinger equation per H and the Hamilton equation per X are one 

and the same. 

[Note: The pair ($,x) is a classical mechanical system.] 

50.5 REMARK X stays skewadjoint if J is replaced by J and 

To realize this set up, let (M,g) be a complete riemannian manifold and take 



Then 

The hamiltonian vector field X is defined on the dense subspace 

and the equations of mtion become 

50.6 Return to  50.4 and consider the pair (ED ($1 )dT (H) ) - then 



Formally, therefore, 

= W(Xy(t)). 

[Note: It is not d i f f i c u l t  to make this rigorous.] 



5 EXTENSION O f  T H  E THEORY 

Suppose that (M,g) is a complete r i d a n  manifold -- then the restriction to 
cW(M) of the laplacian A is essentially selfadjoint arad the energy inner product 
C g 

is defined by 

These considerations will now be generalized. Thus fix a E c~(M) : 1 2 a 5 C 

and put 

va( (fltf2) t (fitfi)) 

[Note: Take a E 1 - then u1 = pE. 1 

51.1 We have 

pa E IP(E,o) (cf. 49.2). 

The proof of this hinges on an integral formula. 



51.2 mP@?A L e t  f,f' E c~(M); let a E cW(M) -- then 

1. We have 

grad(fta) = (grad fl)a + f1 (grad a). 

Therefore 

2. W e  have 

grad(ftf) = (grad f')f + £'(grad f). 



Therefore 

But 

= f' (A a) + a(A f') + 2g(grad £',grad a). 
g g 

Inserting this then leads to the stated formula. 

Thanks to 51.2, pa is symnetric. Next 



D i t t o  i f  (f,, f,) is replaced by (f iI f i) . But then 
2 

lo(  (flIf2) I (fir£;) ) I 

51.3 LEMMA Let 

be defined by 



Then A is essentially selfadjoint. 

[Note: The closure A is selfad joint, r I, and has a M e d  inverse. 1 

51.4 Due to our asqtion on a, the multiplication operator M a 

is bourded and selfadjoint with inverse MI/,. 

In what follows, we shall mitthe overbar that signifies closure and 

identify a multiplication operator with its underlying function. 

Like " I  Va is not pure. Here 

and 

A :H + f f  
pa % pa 

is characterized by the condition 

U 

One can be explicit: 



[Note: It follows that A is injective, hence o is symplectic (cf. 20.12) . ] 
"a "a 

51.5 LEMMA Let 

be the polar decomposition of A*, . Put 

Then 



PROOF It is clear that 

Jpa 
is orthogonal: We have 



And 



I A  I is nonnegative: W e  have 
1-Im 



wt 'alp be the purification of ua -- then 

and 



= o((f1,f2) I (fitfi)) 

Bearing in mind that 

and let 

where 

Proceeding naw as in the discussion of the abstract wave equation, one finds that 

Xu is a hamiltonian vector field with energy E,. So, if y (t) = ($ (t) , x (t) ) is an 

integral curve for X,, i.e., if 

then 



or still, 

51.6 Rl3lARX Jli is an isometric canplex structure on H . Obsenring that 
a 

X J = J X , hence that on H- , X is complex linear, one can then shcw that Xa 
a % % a 

is skewadjoint. Therefore Xa is selfadjoint and 

t = X t (Schradinger) a 

<=> 

7 (t) = XJ (t) (Hamilton) . 

The final step in the analysis is the introduction of a vector field 

Assumption 

with this understanding, the hamiltonian of the theory is the function 



defined by 

H(fl,f2) = Ea(fllf2) + <L f ,f >. 
t 1  

[Note :  As abwe 

1 
E,(£ ,f 1 = l<fl,Rfl> + <f2,af2>l .I 

1 2  

51.7 REMARK We have 

Let 

(cf . 
Then 

or still, 



51.8 IDMA We have 

[ W r i t e  

where 

and 

Then 

Here 

and £ran the definitions 

- 
0 

-f 

div B 
- 



L + div 8 
d 

Put 



Then we claim that 

1.1 , is symnetric: In fact, 
a. B 

1.1 is positive definite: In fact, 
ard 



[Note: W e  have 

L2 L2 
ag(grad fl + & 3, grad fl + a i f )  

To conclude that 

v E I P ( E t o ) ,  
atif 

it remains only to  recall that 



One can then pass to fl varaf  

Now f o m  ff- (taken per J ) -- then X is skewad joint,  hence &i X is self- 
"cl,;B 8 

adjoint and once again "Schrijainger = Hamilton". 

Definition The Ashtekar-Magnon state is the pure state on III(E,o) determined 

In particular: If a = 1 and 8 = 0, then the  Ashtekar-Magnon s t a t e  is the  

pure state on W (E. o) determined by 1~ , 



L e t  M be a connected c";) manifold of dimension n. Denote by M - the set of 

semiriePnannian structures on MI thus 

where % is the set of smiriemannian structures on M of signature (k,n-k). - ,n- 

[Note: Our convention is 

It w i l l  not be unduly restr ict ive t o  assume that M is orientable w i t h  

orientation y,  vol then standing for the unique n-form on M such that  V x E M 
4 

and every oriented orthonormal basis { E ~  , . . . ,E } c TxM, n 

1 n 
[Note: In a connected open set U c .M equipped w i t h  coordinates x ,..., x 

consistent with p, i.e., such that 



Given g E MI - the laplacian A is, by definition, div 0 grad. 
9 

N.B. If g E EIIn-l~ then it is custcaTlary t o  write O in  place of A 
9 4. 

1I3) ~ . g . :  InMinkowskispace (a.k.a. R , 

Fix rn > 0 -- then an element f E c;(M) is said to  be a solution t o  the 

Klein-Gordon equation provided 

Functional Derivatives There is a pairing 

So, i f  

6L then is the elenent of c;(M) such that 

for a l l  6f E c;(M). 

~ i x  m > 0 -- then the Klein-Cardon lagrangian is the functional 



defined by the prescription 

52.1 IDQIA We have 

P m F  In  fact, 

1 d - - J - g(grad(f + EM) ,grad(£ + ~ 6 f )  ) 2 M d &  vol 
g 

and 

Therefore 



A critical pint for $G is an elenent f E c ~ ( M )  such that 

Accordingly, f is a c r i t i ca l  pint for %G i f f  f is a solution to the 

Klein-Gordon equation: 

2 (Ag - m ) f  = 0. 



1. 

553. HAAU LTONIAN ANALYSIS 

L e t  M be a connected cm manifold of dimension n. Suppose that  

where C is a connected orientable caJ manifold of dimension n-1. 

A lapse is a s t r ic t ly  positive t i m e  dependent caJ function N on C: 

A sh i f t  is a t ime dependent vector f ie ld  5 on C: 

Fix a lapse N, a shift 8, and let t -+ %(= g ( t )  ) be a path i n  9 (the se t  

of riamnnian structures on 1) -- then the prescrigkion 

defines an element g of yIn-l. - 

[Note: In adapted coordinates ( w i t h  6 = ~~a ) , 
a 



and 

Put 

53.1 LENMA We have 

PROOF For 



53.2 UMMA We have 

PFWF For 

= - - 2 2 I dt fz (g(grad £.grad f) 0 it + m (f 0 it) )Nt vol 
2 R st' 

Put 



and 

Then 

g (grad f , grad f ) 0 it 

is the velocity phase space of the theory. 

[NO*: Elements of TC are pairs (u,;) . I 

53.4 IU3WX Each f E C;(M) determines a path t +- (ft,it) in TC. 

The lagrangian of the theory at the  t is the function 

Lt:TC +- R - 



defined by the rule 

-t 3 

53.5 EXAMPLE Suppse t h a t v  t, Nt = 1 and N t =  0 - then 

1 2 = - / u vol 
2 C gt + % G ( ~ )  1 to 

N.B. From the above, 

I&) = IR ~ p ~ , t ~ ) d t .  - 

Thinking of TC as the tangent bundle of C,  put 

and call it the momentum phase space of the theory. 

[Note: Elements of T*C are pairs (u, T) . I 
In terms of the pairing 



"t the functional derivative - is the elanent of c ~ ( I )  such that 
sil 

d - L (u,; + E ~ U )  = <63, - 6Lt > 
d& t sil 

for all 6; E C: (h)  . Explicated: 

- .  - 
u - L j U  

Nt vol 
Nt % 

On general grouds, the hamiltonian of the theory at time t is the function 

given by 

6Lt 
Ht 

0 FL ( u ,  = , - > - IJt(u,6). 
t s; 

where 

FLt:TC -+ T*C 

is the fiber derivative. 



To simplify the RHS, let 

and note that 

But 

In addition, 



Therefore 

1 2 2 + IZ (gt(du,du) + m u ) N  vol 
cq* 

This conclusion provides the means to canonically extend Ht to all of T*C. 

Thus take rr E c ~ ( E )  and write 

Then 

is a density of weight 0, hence is an el-t of cm ( C) . And we put 

Now define 

E :T*C + c ~ ( L )  
t 

by 



53.6 LDdMA The hamiltonian vector field 

attached to Ht is given by 

[Note: The symplectic structure on T*C is 

6Ht 
&IT 

. W e  have I ) '  

6Ht 
0-• 

6u 
. We have 



53.7 REMNX Since n = r 1 Ill2, it follows that t9t 

Define H:R x T*C + R by - - 



Then the time dependent hamiltonian vector field 

a curve y:R - + T*C being by definition an integral curve for % provided 

and 

Given f € c:(M) , write 

where 



53.8 THFX>m L e t  f E C;(M) -- then f sa t i s f ies  the Klein-Gordon equation, 

i.e., 

2 
(Ag - m  If = O f  

i f f  

y,(t) = (ftdTt(f) 

is an integral curve for %. 

[Note: While this can be checked by direct  ccprrputation, it is simpler to use 

a variational argument. I 

53.9 REMARK The relation 

is autoaraatic. In fact,  

L+ft + N  K ( f )  t t  
*A- 

53.10 EXAMPLE T&e M = - (i .e. , Minkowski space) -- then N~ = 1, 



+ -f 

Nt = 0, qt = euclidean metric, and 

Now explicate the ~ l~anen tum relation, thus 

Take m = 1 -- then the theory assigns t o  each instant of t i m e  a hamiltonian 

Ht:T*C -+ R, - 

viz . 

where 

To connect these facts  with those of 551, assume that 

and 

One then has the follawing correspondences: 



[Note: To be in agreement with the earlier considerations, assume that 

(1, qt) is ccnnplete (which is a u t m t i c  i f  C is canpact) .I  

03 

NO-g of substance is lost  i f  C: ( Z) is replaced by Cc ( E )  , so Ht can be 

regarded as the function on 

that sends ( u p 2 )  t o  

Here 

With this understanding, Ht is precisely the "H" of 551. 

53.11 REMARK Thanks to 53.6 and the acccanpanying calculations of the 

functional derivatives, the hamiltonian vector field Xt can be identified with 

the "Xu of 551. 

[Note: It is also necessary to ut i l ize  53.7.1 



Let M be a connected cm manifold of dimension 4. Fix g E 3 -- then the 
I 

pair (M,g) is said to be a spaceth if M is oriented and time oriented. 

54.1 RAPPEL A spacetime (MIg) is globally hyperbolic if it is causal and 

+ v p,q E M, J+(~) n J-(~) is canpact (hence v compact KIL c M, J (K) n J-(L) is 

compact) 

[Note: "Causal" means that no closed causal curve exists. The usual 

definition of globally hyperbolic imposes the condition "strongly causal". This, 
+ 

however, is overkill since "causal" + ccanpactness of the diamnds J (p) n J-(q) 

implies "strongly causal". I 

Suppose that (M,g) is globally hyperbolic -- then by the term Cauchy hyper- 
surface we shall urderstand an ernbedded spacelike hypersurface C in M which is 

met exactly once by every inextendible timelike curve in M. 

[Note: Cauchy hypersurfaces always exist (M being globally hyperbolic) and 

any such is necessarily closed and connected.] 

54.2 LEMMA If Z1 and C2 are Cauchy hypersurfaces in MI then C1 and C2 are 

dif feamrphic. 



L e t  C be a Cauchy hypersurface i n  M -- then 3 a foliation {Ct:t E R} of M by - 
Cauchy hypersurfaces Ct such that Co = C,  hence 

[Note: One can construct a time function T:M + R - whose level sets T-l ( ( t ) )  

are the It.] 

54.4 FIEMARK L e t  % (= q (t) ) be the r i d a n  structure on C determined 

by pulling back g via the arrow 

Put 

Then 

ASSUIE still that  (M,g) is globally hyperbolic. L e t  R be a connected open 



subset of M - then fi is causally carrrpatible provided 

~ + ( p )  n ~ - ( q )  

is contained in  G! for a l l  p,q E a. 

+ 
54.5 EXAMPLE Given x E M, put J(x)  = J (x) U J-(x) - then R = M - J(x) 

is causally ccanpatible. 

54.6 UWlA If R is causally ccanpatible, then R is globally hyperbolic. 

P W F  To keep things straight, append subscripts and note f i r s t  that V x E R, 

is ccanpact. Since R is obviously causal, it follows that R is globally hyperbolic 

(cf . 54.1) . 



GLOBHYP is the category whose objects are the globally hyperbolic space- 

are i-tric embeddings that preserve the orientation and the time orientation 

and have the property that <(MI) is a causally carpatible subset of M2. 

N.B. 5 (MI) is a globally hyperbolic sub-spacetime of M2 (cf . 54.6) . 
C*-ALG is the category whose objects are the unital C*-algebras and whose 

are injective and unit preserving. 

54.7 DEFINITION A quantum field theory (QFT) is a functor 

2 
TO illustrate the definition, consider the Klein-Gordon operator O - m , 

57 

w h i c h  is second order hyperbolic. 

54.8 THEOREN (Dimock) Suppose that (M,g) is globally hyperbolic - then 
3 continuous linear maps 

+ 
E- : C: (MI -+ cm (MI 

such that 



[Note: For sake of clarity, it is sametimes best to incorporate M into 

+ 
the notation: G. ] 

+ 
N.B. - The stated properties characterize E- uniquely. 

PROOF We have 



[Note: To justify the passage f r m  the second line to the third, observe 

that 

which is ccarrpact . I 

Let 

Then V fl,f2 E C;(M). 

I;, f1(Ef2)vol 
(3 

= - IM f2(~fl)~lg. 

Therefore the prescription 

o (f ,f = IM fl(Ef2)volg 
( 3 1 2  



induces a symplectic structure on the quotient C:(M)/W E. Denoting the lat ter  

by Em (M, g) , it follows that the pair (Em (M,g) , o is a symple~tic vector space, 
g 

fran which the C*-algebra 

W(Em (Mtg) r og) 9 

54.10 THEX)REM (Bmetti-medenhagen-Verch) ~ i x  m > 0 -- then the assi-t 

(Mrg) ' W(Em(M.g) 

is a quantum field theory. 

To prwe this, we shall need a few more facts. 

2 
54.11 m4MA (0 - m ) IC;(M) is injective and 

9 

I- 
2 E o  (U - m )  = O  

9 

[This is clear. I 

54.12 IiEBMA Suppose that f € K e r  E - then 3 f' E C;(M): 

PROOF ~f = o => ~ + f  = E-f , call  if f , thus 



On the other hand, 

so spt f' is conpact. 

Let fi be a connected open subset of M - then there is an arrow 

viz.  extension by zero. 

54.13 LEMMA If R is causally ccknpatible (cf . 54.6) , then 

PROOF Let 

Then V £ E c;(n). 



In addition, 

Now quote uniqueness. 

Maintaining the assumption that Q is causally compatible, we claim that 

ext(Ker En) c Ker 

For suppose that E f = 0. Using the notation of 54.13, write f = DQfl (f ' E C;(R) ) 
52 

(cf. 54.12) -- then 
E p c t  f = % ext DRf '  



= J$pM ext f 

Accordingly, 

ext:C;(P) +- C;(M) 

induces an R-linear map - 

= I  f (  st 1 %  ext f2) /P vol dn (cf. 54.13) 

Applying 16.27 (the role of T being played by ext) thus leads to an injective 

mrphim 

w(Ern(~,gln) , $ l a  1 +- W(Em(M,g) 

That 54.10 holds is then manifest. 



is autamatically injective and there are situations when it is surjective a s  w e l l .  

54.14 LmMA Suppose that R is causally ccmpatible (cf. 54.6) . Assume: 
There is a Cauchy hypersurface C for R which is also a Cauchy hypersurface for M. 

[Note: Thanks to 54.11, 

'I'herefore 

[fl = [ext 41 -1  

subsets 0 c M, where 0 is o m ,  connected, relatively ccanpact, and causally cm- 

patible. O r d e r  the elements of K(M,g) by inclusion and write 

[Note: The symbol 0 L 0' signifies that there are no causal curves connecting 

- 
a point i n  5 with a point i n  0' , a symnetric relation. I. e. : 

0 L O '  <=> 0' l. 0.1 

N.B. The pair (0,g 10) is globally hyperbolic (cf . 54.6) . 

54.15 LEMMA If K c M is compact, then 3 0 E K(M,g):K c 0. 



?his implies that K (M,g) is directed by inclusion: V O1,o2 E K (PI, g) , 

View AO a s  a C*-subalgebra of W (Em(M,g) . o and let AM be the c*-suMgebra of 
g 

W(Em(M,g) ,o ) generated by the Ao: 
g 

[Note : Trivially, 

54.16 W e  have 

% = W (Em(MIg) 'og) 

PROOF By definition, 

c U (Em (MIg) I og) 

TO go the other way, take an f E c ~ ( M )  -- then 3 0 E K (M,g) : spt  f c 0 (cf . 54 .lS) , 

hence W ( [ext f 101 ) E Ag . 

54.17 LEWA L e t  01,02 E K(M,g). Assume: O1 L O2 -- Men 



1.e.: The subalgebras AO,,AOq of AM ccmnnute. 

P m F  L e t  

Therefore the generators of A m t e  w i t h  the generators of A . 
0, 0, 

There are two other properties possessed by the assignm?nt 

0 + A. 



that lie samewhat deeper. 

54 .l8 LEIWA L e t  O1 c O2 be elements of K(MIg)  which admit a ccmmn Cauchy 

hypersurface -- then Ag7 = A . 
0, 

P W F  Apply 54.14 to 

and conclude that the injection 

is a surjection, so the inclusion A c AO2 is, in the case a t  hand, an equality. 
O 1  

54.19 I ~ b l b P i  Let 01,02 E K (MIg) . Suppose that O1 is contained in  the d m i n  

of dependence D(02) of O2 - then A c Ao2 provided D (02) is relatively ccanpact. 
O 1  

PROOF Fix a Cauchy hypersurface C per 02. While C is not necessarily a 

Cauchy hypersurface in  M, it is a t  least acausal, hence its damin of dependence 

is causally ccanpatible. On the other hand, fran the definitions, D(C)  = D ( 0 2 ) ,  

thus, by assimption, is relatively conpact. The conclusion, therefore, is that 

D (OZ) E K (Mrg) r So 



[Note: The d m i n  of dependence D (0) of an element 0 E K ( ~ , g )  is, in 

general, not relatively ccanpact.1 

Denote by the subset consisting of those $ with the property 

that  3 a canpact subset K c M: 

54.20 F?EMAFK I f  C is a Cauchy hypersurface in M and i f  K c M is ccanpact, 

then 

is canpct. SO, v + E cLc (MI , spt  $ 1  1 is canpact. 

" 
54.21 LEDMA L e t  4 E ciC (31) . A~S-: (0, - m2)m = o -- then 3 f E cc (M) 

such that  + = Ef. 

PROOF Choose a campact set K: 

spt  $ c I+(K) u Y(K) . 
+ 

Using a coo partition of unity, write rj = rj + $-, where 



Put 



Theref ore 



555. CAUCHY DATA 

Suppose that  (M,g) is globally hyperbolic. Fix a Cauchy hypersurface C c M. 

Given I$ E C* (M) , let 

where d is defined using the future directed unit normal n along C. an - 

55.1 THEOREM ( D h m c k )  let u,v E C;(Z) -- then there is a unique @ t c ~ ( M )  

2 such that  (0 - m ) @ = 0 and 
g 

[Note :  I f  sp t  u U spt  v c K, where K is cc~~lpact, then sp t  I$ c J+(K) U J-(K), 

thus $ E ciC (M) . ] 

In particular: 

L e t  



[Note: p is the riemannian measure 
9: 

55.2 mFU3-4 (Dimock) The arrow 

JC (uv' - ulv)dll 
q ' 

attached t o  q (= glC) .I 

The f i r s t  point to check is that pC(Ef) and (Ef) are actually canpactly 

supprted. This depends on the fac t  that C is a Cauchy hypersurface: V rompact 

set K c M, 

is cclnrpact (cf. 54.20) . So, e.g., 

+ spt  P,(E f )  c E n ~ + ( s ~ t  f )  
z 5  

is compact. 

Injectivity : Suppose that 

Since 

(Elg - m2)E(f1 - f2)  = 0 (cf. 54.11), 



it follows by uniqueness tha t  E (fl - f 2) = 0, hence [f l] = If2]  . 
00 

sur jectivity : Given u.v E C: (z) . d e t d e  @ per 55.1 -- then 3 f E cc (M) 

such that @ = Ef (cf. 54.21). Therefore If] is sent by T t o  

hinges on a variant of Green's identity. 

2  CO 
55.3 LEMMA I£ (U - m ) @  = 0, then for  any f E Cc(M). 

g 

= rC ( p C  ( ~ f )  ax+ - ( ~ ~ 0 )  aC ( ~ f )  mq. 
+ 

PROOF To begin w i t h ,  M is the disjoint  union of I-(c) , C , I  ( C )  and C is the 

2  
ccmron boundary of the open sets 1- (I) and I+(C) . T h i s  said, put DM = U - rn -- 

g 

then 



r I + ( z )  
f@ vol 

Q 

Adding these relations leads to the stated formula. 

Theref ore 

55.4 LEMMA T induces an i ~ ~ ~ ~ l ~ r p h i s n  



mery quasifree state u on W(r,o) thus gives rise t o  a quasifree s ta te  on 
lJ 

W (E,(M, g) , og) (cf. 20 6) . 
~f l~ E IP(T,o) and i f  

x :r x r - + ~  
1-1 

is its 2-point function, i.e., 

I 
= -  ( ~ ~ . ( ( u , v ) , ( u ~ , v ' ) )  + f l a ( ( u , v ) , ( u ' , v ' ) ) )  (cf. 20.8 & 20.9), 

2 

then we shall define 

by pulling back the composition 

arci l i f t ing  it t o  c ~ ( M )  x c ~ ( M ) .  Explicated: 

Therefore 



55.5 REMARK If A is separately continuous, then it determines a distribution 
1.1 

on M x M denoted still by A 
1.1 

[Note: Put 

K(f2) (fl) = (f tf 1. 
1 . 1 1 2  

Then for fixed f2, A (f ,f ) is continuous in fl, thus ~ ( 5 ~ )  is a distribution. 
1 1 1 2  

Since r : C: (M) + C: (M) * is weakly sequentially continuous, the Schwartz kernel 

theorem implies that there exists a unique distribution KK on M x M such that 

In practice, E is frequently regarded as an integral operator with kernel 

E (x,y) : 

~f (XI = rM E (x,Y) f (Y) volg 

[Note: Technically, E(x,y) is the distribution kernel of the operator E. 

Of course, the integral on the RHS represents the duality bracket between test 

functions and distributions (both w.r.t. the variable y). One should also obsenre 

that matters have been arranged so as to be consistent with the Schwartz kernel 



theoran. Indeed, 

55.6 MAMPIX T a k e  M = R l t 3  - ( i . e . ,  Minkowski space) -- then 

or still, 

[Note: H e r e ,  of course 

3 1- X E R  - 



This said, put 

Then by definition, 

N.B. - Similar conventions apply to A ( if  A is actually a distribution 
1-I lJ 

(cf. 55.5)). 



556. T H E  DEUTSCH -NAJMI  CONSTRUCTION 

Assuming that (M,g) is globally hyperbolic, fix a Cauchy hyprsurface C c M 

and let p E IP(r,a) be pure -- then, as w e  have seen (cf. 20.19 and 20.22), there 

exists a ccanplex Hilbert space K and a real linear map k :r -t K such that 
1-I P P 

(1) k is one-to-one and k E is dense in K - 
P 1-I P' 

It is also possible to reverse the procedure by first defining the pair (k,K) 

and then deducing what P must be. 

2 Consider L (C , S.I ) (taken over C) . Let RI S be densely defined linear operators 
q - 

2 on L (C . P 1 whose damins contain c:(C) and which c m t e  with the complex con- 
9 

jugation, subject to the following conditions: 

(R) R is bounded and selfadjoint; 

( S )  S is selfadjoint, positive, and has a bounded inverse. 

Define now a real linear map 

2 
k:T + L (C  I11 

q 

k(u,v) = S -1/2 [ ( R  - R S ) U  + v] 



and let 

-1/2 
= Im <s-~/~[(R - &i S)U + v], S [(R - &i S)u' + v'] > 

Inspection of this computation then gives 

~e <k(u,v) ,k(u' ,v' > 

= <u,Su'> + <m + v, s-~(RU' + v')>. 



Denote the la t t e r  by 

Since S is positive, it is clear that: p is a real valued inner product on I' with 

1.e.: € I P ) .  And, by construc:tion, 

56.2 REMARK k is one-to-one. For suppose that k(u,v) = 0 -- then 

o ( (u ,v ) , (u~ ,v , , ) )  = o v ( u ~ , v I )  E r, 

which implies that u = 0 & v = 0. 

It remains to establish that 1-1 is pure. To th i s  end, recall  the definition 

of A : 
1-I 

o (xry) = 1-I (x,A~Y) (xry E H,,) - 
lJ 

56.3 U3WA W e  have 



PROOF Regarding the elements of r as column vectors, 

1-1 ( (u,v) #AU (u' rv' ) 

But then A~ = - I, thus I A  1 = I, SO 1-1 is pure (cf. 20.25). 
1-I 1.1 

[Note: Consequently, kI' is dense in K (cf . 20.24) .I 

56.4 REMAZiK Take R = 0 -- then matters simplify: 

k (u,v) = - S"~U + s-"~v 

and 

I I u I = <u,Su'> + <v,s-$'>. 

[Note: Let 

<(u,v) = fl k(u,v) , 
hence 



nothing is lost i f  we wrk with 1; rather than k. 1 

56.5 EXAMPLE Suppose that the induced riemannian s t ruc ture  q on C is 

mmplete. Take R = 0 and S = (- A + m2)'l2 - then 
9 

and t h e  associated quasifree  state u on W(I',o) leads to a quasifree  state on 
1-I 

W(Em(mIg) ,a ) (cf. 55.4). 
g 

[Note:  Put 

Then 



- -- dE l 
1 3 e u p ( m  ( ( t - s ) A ( E )  - (x-y) -5 ) )  - 

(2rr)3 - ~ x ( s )  

[Note: To run a formal real i ty  check, observe that 

= fl E( ( t , ~ ) ,  (sty) (cf. 55.6) . 

Replacing A by the symbol A+ (which is traditional i n  t h i s  context), we can thus 
1-1 

w r i t e  

A - y - A+(y - 5) = - y )  

or still, 



In this § we shall  consider those objects i n  GlOBdIYP that  have the sinplest 

structure. 

57.1 lXbW4 Suppose that C is a connected orientable coo manifold of dimension 

3. L e t  q be a complete riemannian structure on C. Put M = R - x C and define 

g 3J by 

Then the pair (M,g) is globally hyperbolic. 

[Note: Such a pair is said to be ultrastatic. In  the terminology of 553, 
-+ 

the lapse N is n 1 and the sh i f t  N is 2 6.1 

Ass- henceforth that (&g) is ul t ras ta t ic  and denote the pints i n  M by 

x - = (t,x) (t E g, x E C) .  

Put 

Then the collection 

2 
is a one parameter family of densely defined linear operators on L (C,u ) and 

q 



it is custcaRary to write 

3 57.2 EXAMPLE Take X = R  , q = usual metric -- then M = R ~ ' ~  is Minkows - - ki 

space. Since 

it follows that 

In the Cauchy problem per 55.1, let u = 0 but let v be arbitrary. Define 



2 
= - (a, + A)@ 

And 

Therefore 

57.3 LEWA We have 



PFOOF Repeat the foregoing discussion, working instead w i t h  the Cauchy 

hypersurface {s} x C. 

3 57.4 EXAMPLE Take C = [OIL] /-, q = usual metsic -- then the orthonormal 

eigenfunctions of A are the L -3/2 e fl k-x  IT 3 ( k = - n ,  n E Z )  with 
L - 

AL -3/2 k-x - 2n n ,  2 + m2 e - IT 

Consequently, 

2lT 
1 fl n (x-y) 

- - -  , C ,  

and we claim that 

A being as in 55.6. In fact ,  



558. PSEUDODIFFERENTIAL OPERATORS 

It is a question here of formulating those definitions and results frm 

the theory that will be needed later on. 

Notation 

1 n n 
: x = (X , . . . r ~  ) E R - 

n 
: a = (a,, ..., a ) E Z n 

2 0 



[Note: Conceptually, x is a vector and 5 is a covector, the arrow 

being the duality. 1 

N.B. - The sign convention on Fourier transforms is "minus", i.e., 

Let X be a nonenpty open subet  of Rn. - Let m be any real number -- then by 

we understand the set of cm functions a:X x R~ -+ C which have the property that - - 

for a l l  canpact sets K c X and al lml t i indices  a,B, 3 a constant C > 0: 
K l Q l  B 

V X E K & V < E R ~ ,  - 

The elements of S?(X x Rn) - are called the qmbls of degree I m. 

58.1 LEMMA S ~ ( X  x Rn) - is a ~ r & h e t  space when equipped w i t h  the topology 

induced by the seminorms 



where K ranges over the  catpact subsets of X a d  a,B ranges over the pairs of 

multiindices . 

Obviously, 

mt < m => P'(X x R ~ )  - c P ( x  x 8) 
and the canonical injection 

?' (X x R ~ )  - + ?(x x gn) 

is continuous. 

58.2 LEMMA The closure of C:(X x R") - i n  P ( x  x d) - contains ~ m '  (X x R ~ )  - 

for a l l  m' < m. 

Put 

Given a ,  a' E srn (X x R ~ )  , one writes - 



such that 

for every positive integer k -- then the sequence {a - j  2 0) is called an 
j ' 

asymptotic expansion of a. 

58.3 LEMMA LRt {m.:j I 0) be a strictly decreasing sequence of real 
I 

numbers with lim m = - O0. Suppose that v j, 
j + m  j 

Then 3 

such that 

% 
a -  z a E S  (XXR") 

0sj<k j 

for every positive integer k. 

n 
[Note: The symbol a is unique mdulo S-(X x ) . For if a' is another 

symbol with the stated property, then 



L& a E ?(x x II") - -- then the pseudodifferential operator Aa attached to 
a is the continuous linear map 

defined by the rule 

[Note: Since the Fourier transform 2 is rapidly decreasing and since 

la(x,<) / 6 cX(l c 1 5 1 ) ~ .  it ~OI.I~WS that the function 

58.4 RENARK If Aa = A,,. then it is not necessarily true that a = a' but 

at least a - a'. 

Let 



Given A,AV E yrn(X) , one writes 

A -A' 

[Note: The elements of ?(x) are said to have order I m and the elements of 

are said to have order m.] 

58.5 LEMMA The map 

induces a linear bijection 

i.e., induces a linear bijection 

h(x x R")/- - + ?(x)/-. 

58.6 EXAMPLE Let 

be a linear differential aperator on X. Put 



Then 

Therefore 

58.7 J3XA??LE Take X = - and l e t  A  be the laplacian -- then 

(1 - A ) d 2 f  (X) 

Then a is rapidly decreasing i n  5. And, V f E C: (x) , 
@ 



thus the convolution $*- is a pseudodifferential operator: 

-CY) 

$*- E Y (X) . 

Given a E S"(X x R") - , let % be the distribution on X x X corresponding to 

Aa via the Schwartz kernel theorem. Symbolically: 

In this connection, observe that b' fl, f E c~(x) , 

<flfAaf2> 

58.9 LJ3WUi Ka is cW off the diagonal A(X x X) of X x X. 



58.10 REMARK The distribution kernel KA of a . pseudodifferential operator 

A E ym (x) is a cm function on X x X iff A E Y - ~  (x) . 
[Note: The elements of Y-(x) are called snlmthing operators. They are 

regularizing in the sense that each such extends to a continuous linear map 

cm(x)* +- c*(x) .I  

58.11 EXAME'LE Take X = R - - (0) and let 

Then the assigmwnt f + f is not a pseudodifferential operator. Indeed, 

but 6 (x+y) is not coo n£f the diagonal of X x X (cf . 58.9) . 

The support of Ka is a closed subset of X x X. We shall then tenn Aa 

properly supported if both projections from spt Ka c X x X to X are proper maps. 

58.12 EXAMPLE Let 

be a linear differential operator on X (cf. 58.6) -- then 



=> 

spt KA c A(X x X). 

Therefore A is properly supported. 

58.13 rn Let A E P(x) -- then A = A' + A", where A' E P(x) is properly 

supported and A" E Y-~(x) . 

58.14 m@mK In general, a pseudodifferential operator sends c~(x) contin- 

uously to cm(x) but a properly supported pseudodifferential operator s d s  c~(x) 

continuously to itself (and, in addition, gives rise to a continuous map 

cm(x) -+ cm(x) ) . Observe too that a properly supported -thing operator sends 

C: (x) * continuously to cW (X) (cf . 58.10) . 

58.15 =R I£ A E P(x) is properly supported, then for m y  A' E P' (XI, 

the canpositions 



make sense and lie i n  F' (XI .  

[Note: We have 

&t 5:X + X t  ( c E") be a dif fecmrphisn. Suppose that A E ?(x) . Define 

[Note: A is properly supported provided A is properly supprted.1 r 

58.16 LEMvR If A = A a  a r d A r  = A a  , then 
5 

Suppose that M is a cm manifold of dimension n. Let A:C~ (M) + cm (M) be a 

continuous linear map. Given a chart (XI<)  in M, define 



Then A is a pseudodifferential operator (of order s m) i f  V pair ( X , < ) ,  

[Note: Drploy the obvious notation, viz. 

58.17 REMARK There is a small matter of consistency. Thus l e t  X be a 

nonesnpty open subset of R ~ .  - Viewing X as  a cm manifold, suppose that A E ?(x). 

b t  X' c X be ON -- then A ~ X '  E P ( x t )  and for any diffew~rphism 5 ' : ~ '  + 5 ' ~ ' ~  

[Note: The other direction is, of course, t r iv ia l  (take 5 = Ix).] 

Assume again that X is a nonanpty open subset of 8. L e t  A E P(x) be of 

order m -- then A is said to have a principal symbol i f  for sane a E S ~ ( X  x Rn) - 
such t h a t A a  = A, there is a decomposition 

where a '  is a symbol of degree < m and a(x,<) is of class cW i n  X x (Rn - - {O)), 

is positively hcrmogeneous of degree m in 5, and is not identically zero. 

[Note: If m < O f  then a is not a symbol.] 

58.18 IXMMA If a exists, then a is unique. 

[The point is that a positively hcnncqeneous function of degree m i n  1 S f  can 



m-E beboundedahmebyCCl+ 151) for 151 large (C>O,E>O) onlyifitis 

identically zero. 1 

N.B. - Any other symbol for A admits an analogous decmpsition with tbe 
same function o, denote it by oA. 

[Note: oA is called the principal symbol for A.] 

58.19 FXVPLE The principal symbol of a linear differential operator 

is the function 

Let A E ?(x) be of order m. Suppose that A has principal symbol oA -- then 
n for any diff-rphisn 5:X + X' ( c g ) , A E ?(XI) is of order m and has principal 

5 
symbol oA , where 

r 

58.20 In the manifold situation, the agreement is that A E ?'(MI 

CO 

has a principal symbol if this is the case of the A<, thus oA is a C function 

on T*M\O (the complement of the zero section in T*M). 



[Note: When X is a n o n q t y  open subset of Rn, - we have 

T*X\O = X x (If - {O}) 

but the definition of principal symbol i n  the manifold sense is more restrictive 

(e.g. , a -1 a E ?(x x R") might vanish identically i n  sane n o n q t y  o m  - 
subset of XI . I 

A symbol a E ?(x x Rn) - is said to be e l l ip t ic  of degree m i f  V canpact 

subsetK c XI 3 CK > 0 & R > 0: 

la(x,t)I 2 ~ 1 5 1 ~  (X E K , J < /  > R ) .  

[Note: The pseudodifferential operator Aa determined by a is called el l ipt ic  

of order m. I 

58.21 EXAMPLE Consider a linear differential operator 

on X (cf. 58.6) - then the usual terminology is that A is e l l ip t ic  i f  

for some positive Cx and, of course, Cx can be chosen independent of x so long as  



x varies i n  a campact subset of X. 

L e t  A E yrn(x) be properly supported -- then A induces arrows 

(cf. 58.14) 

- c"(x) -t cOD(x) 

d a t e d  still by A. This said, a parametrix for A is a continuous linear map 

a:c;cx, -+ cacx, 

such that 

[Note: W e  have 

58.22 LWMA If A E PO() is properly supportad, then A is e l l ip t ic  i f f  A 

admits a parametrix Q E Y-(x) . 



58.23 ENARK L e t  <:X -r X' ( c R") he a diffmrphism. Suppose that - 

A E P(x) is el l ipt ic  - then A E ?(XI ) is ell iptic.  < 

To extend the foregoing considerations to a Cm manifold M of dimension n, 

one simply stipulates that an element A E ?(M) is el l ipt ic  of order rn provided 

that this is so of the 

*ere (X,,) is any chart in M. The notion of parametrix is then defined in the 

obvious way and 58.22 ramins valid. 

58.24 EXAEPLE Suppose that (&g) is r i d a n  - then the laplacian A is 
g 

el l ipt ic  of order 2. 

58.25 EXAMPLE Suppose that (M,g) is globally hyperblic. Define 

+ 2 
+ 

as in  54.8 -- then E are parametrices for 0 - m but E- are not pseudodif fer- 
g 

ential operators. 



559. WAVE FROMT SETS 

Ut X be a n o n q t y  open subset of R". - Suppose that 

T E * 

is a distribution on X - then the singular support of T, written 

sing spt T, 

is the c c a r p ? l m t  in X of the largest open subset of X on which T is a C~ function, 

thus 

sing spt  T c spt  T. 

So, e.g., V x E X I  

sing spt  6x = {XI. 

59.1 EXAMPLE If A E yPD(x) is a pseudodifferential operator and i f  KA is 

its distribution ke rne l ,  then 

sing spt  KA c A (X x X) (cf . 58.9) . 

59.2 LEMMA L e t  A E yCO(x) be a pseudodifferential aperator - then A can be 

extended t o  a continuous linear map 

and v T E cOa(x)*, 

sing spt  AT c sing sp t  T. 



[Note: I f ,  in addition, A is properly supported, then A can be extended 

to a continuous linear map 

and V T E c:(x)*, 

sing spt  AT c sing sp t  T. ] 

To acccmakhte certain applications, it is necessary t o  sl ightly enlarge the 

symbol concept: For any real nunher m and for  any positive integer N, 

P(x x #) - 
N stands for the set of C* functions a:X x R - -+ C - which have the propsty  tha t  for 

a l l  canpact sets K c X and a l l  multiindices a,@, 3 a constant 
%,a, 6 

> O :  V x E K  

N [Note: S" (X x R - ) is a F'rkhet space (cf . 58.1) .I  

A real  valued cOD function f3 on X x (EN - { 01) is called a phase function 

if 8 (x,pS) = PO kt<) (P > 0) d(x, {I 8 ;t O. ~.g.: 0(x,S) = x S  ( N = n )  is a 

phase function. 

[Note: Since 



ae ae one or more of the partial derivatives - - does not vanish. 1 ,ir aEj 

<f , I  (@,a)> = lim $1 e 
X 

' x(~S)a(x,E)f (x)dxd(, 
E -+ 0 

where f E c ~ ( x )  - then I (8 ,a) is a distribution on X I  which is independent of X. 
X 

N.B. C a l l  this distribution I(8,a) - then the assigmwnt 

a + I(8,a) 

N 
is a continuous linear map fmn ?(x x g ) to  C: (x) *. 

[Note: If a has canpact support i n  5, then I (0,  a) is the C~ function 

rF? 
a(x,()dE.] 

- 
It is custamary to  abuse notation and denote I(8,a) by 

/ e e(xtx,S) a(x,<)ac, 

referring to  it as an oscillatory integral. 



59.4 EXAMPLE Take N = n, X = Ff, 8(x,S) = x5, a(x,<) = 1 and consider 

Given a phase function 8, let 

C(0)  = { (x,<) E X x ( R ~  - - 101) :dSe (x,S) = 01. 



Spelled out, C(9) m i s t s  of those points (x,<) E X x (f - 101) such that 

[Note: If (x, S) E C (0) , then dxe (x, 6) # 0.1 

Let 

rX:X x (RN - - {O]) +- X 

be the projection. 

59.5 LEMMA W e  have 

sing spt I ( e , a )  c rXC(0) .  

ae TLW it is clear that 0 is a phase function (for = 16 1 > 0) . On the other 

hand, a is not cm ( 16 1 is not smooth a t  the origin) , but for 15 1 large, it behaves 



-1 4 3 l ike  an elennent of S (R - x R - ) .  So, s t r i c t ly  speaking, our integral is not 

actually oscillatory but it is a distribution whose singular support can be 

estimated by 59.5. 

[Note: Since 

it follaws that  

59.7 RAPPEL L e t  T be a c a p c t l y  supported distribution on Rn - -- then T 

is a ern function i f f  its Fourier transform ? is rapidly decreasing, i . e. , V N E N, - 
3 % > 0 :  

for a l l  5 E f. 

Suppose that  

T E C: (x) * 

is a distribution on X. If x E X is not i n  sing spt  T, then 3 a neighbrhood 

U of x such that  the restr ict ion of T to U is a ern function. Accordingly, 

V f E C: (u) , fT E c:(Rn) (extension by zero) , so its Fourier transform is 



rapidly decreasing. Conversely, i f  3 a neighborhood U of x such that  V f E c:(u) , 

fi is rapidly decreasing, then fT is a COO function, hence x Sif sing spt T. 

59.8 RAPPEL L e t  T be a ccanpactly supported distribution on R~ - - then the 

regularity set reg T of T is the m i m a 1  open conic subset of R" - - {oI on which 

its Fourier transform ? is rapidly decreasing. 

Fact : 

reg fT 3 reg- T. 

[Note: The singularity set sing T of T is the ccanplmt of reg T, thus 

sing T is a closed conic subset of R~ - - (0) and is empty i f f  T is a cm function.] 

Suppose that  

is a distribution on X. Put 

The wave front set of T is the closed conic subset of X x (d - 10)) defined 



WF(6x) = {XI x (If - {O)). 

[Note: W(T) = fl i f f  T is a cm function. 1 

59.10 EXAMPLE Take X = Rn - and f i x  f E c;(Rn):2 - 2 0 & ?(0) = 1. Given 

5 E E~ - 0 put 

Then f is continuous, cm on gn - 0 1, and 

[Note: It is an interesting point of deta i l  that for any closed conic subset 

59.11 The projection of W(T) i n  the f i r s t  variable is sing spt T. 

59.12 REMARK If X = Rn - and i f  T is c~npact ly  supported, then the projection 

of W?? (T) in the second variable is sing T. 



For 

But  

c W(T + f) U W(- f) 

= W(T + f).] 

59.15 U3NA (cf . 59.2) Let A E yPO(x) be a pseudodiff erent ia l  operator -- then 
A can be extended t o  a continuous linear map 

and v T E cm(x) *, 



[Note: If, in addition, A is properly supported, then A can be extended to 

a continuous linear map 

59.16 EXAMPLE If A E yF" (x) is properly supported and elliptic, then 

Thus choose Q E Y!-(x) per 58.22. In view of 58.13, there is no loss of generality 

in taking Q properly supported. This said, write 

c WF (T) (cf . 59.15) , 
from which the assertion. 

[Note: For a case in point, let A = A, the laplacian - then V T E C;(X) *, 



Therefore 

=> T E cW(x). 

1 . :  T is a harmonic function.] 

59.17 RAPPEL 

distribution 5 on X 

If T is a distribution on X I  then its conjugate is the 

def i n 4  by 

I(f) =T(?) ( £ E C ; ( X ) ) .  

59.19 IEWA Let T E C;(X)* -- then 

Given a phase function 0, let 

SP(0) = {(x,dxO(x,E)) : (x,S) E ~ ( 0 )  1 .  

Then SP(0) is a closed conic subset of X X (E" - {o}). 

[Note: In this context, 5 E R~ - - { 0 1 ,  while 



is a nonzero element o f  R ~ . ]  - 

59.20 LEMMa (cf. 59.51 W e  have 

59.21 W I n  general, 59.20 werestirnates WF (T (0 , a) ) , the p o i n t  being 

that the growth of  a has  n o t  been taken into account.  E.g. ( c f .  59.27): 

59.22 EXR?LE L e t  a E ?(x x R*) - and let Ka be the d i s t r i b u t i o n  ke rne l  

to Aa, thus 

Define a phase f u n c t i o n  

e:x x x x (f - - o + g 

by 

Then 



Therefore 59.20 implies that 

59.23 EXANPLE Keeping to the assumptions and notation of 59.6, recall that 

C(0) = U l f t < ) : x  - = 01 

Since 

( 

where 

and 

To confirm the description of SP+(~) , take 5 t 2 and 1 t 1 = Ix 1 e 0 - then there - 
are t w o  possibilities: 

Consider the first of these, thus t = 1x1 => x_ = (1x1,~). The condition on 5 is: 

= so the a&ssible < are precisely the Ax ( A  > 0) .  Proof: 

I5 I 



In the second case, t = - 1x1 and the signs change: 

Theref ore (cf . 59.20) 

[Note: The singular support of A+ is 

Cg u {X f - 0: It( = 1x1) 

as can be seen £ran the classical expansion of A+ in terms of J1,K1,N1 etc.] 

The conic support (a) of a is the cqlenent  in X x ($ - 101) of the set on 

which a is smothing. 

[Note: r (a) is a closed conic set. 1 

59.24 Let a E S~(X x gn) -- then a E S-(X x Rn) - iff  its conic ~pport 



Suppose that  A E yW(x), say A = % -- then the microsupport of A, written 

59.25 =LE Consider a linear differential  operator 

onX (cf. 58.6) --then 

unless 

a 
a ( x , 5 ) =  E a,(x)5 

l a l a  

vanishes identically i n  sanae nonempty open subset of X. 

59.26 LEMM& (cf . 59.15) L e t  A E yW(x) be a pseudodifferential operator -- 
then A can be exterded to a continuous linear map 

[Note: I f ,  in addition, A is properly supported, then A can be extended to 



a continuous linear map 

00 n:cc (XI * + c i ( x )  * 

and V T E c ~ ( x ) * ,  

59.27 FdiMMK The estimate f igur ing  i n  59.20 can also be improved. Thus pu t  

sP(8,a)  = {(x,dxe(x,O):(x,S) E c(0)  n r ( a ) ) .  

Then 

In part iculax:  

=> r(a) = jd (cf .  59.24) 

=> SP(8,a) = % 

=> WF(I(0,a)) = 

00 

=> I ( 0 , a )  E C (X). 

59.28 EXAMPLE (cf . 59.22) L e t  a E S ~ ( X  x R") - and let % be the d i s t r i b u t i o n  

kernel corresponding to Aa, thus 



Then 

[Note: It is not d i f f i cu l t  to shaw that the containment is actually an 

equality. I 

Suppose now that 

are open and nonapty. L e t  

Then 

and he put 

I - 

It w i l l  also be convenient to introduce 



and 

59.29 LEWA Assume that KlrK2 are properly supported and 

Then the c~nposite 

exists as a distribution on X1 x X3 and 

[Note: Here 

and 



is set theoretic ccsrrposition.1 

represents 

59.30 EXAWLE LetM = R - x C be ultrastatic, where C is a connected open 

3 subset of R , and consider the vacuum state w on W ( I?, a) . Pass to h E cm (M x M) * , 
1-1 1-I 

thus 

Ail ( f l , f2 )  

or, in kernel notation, 

Define 



Then it seems plausible that 

but this is not autamt ic  due to the  issue of whether %,K2 are properly supported. 

3 [Note: There is amther subtlety.  Tb appreciate the point, take C = R - , 

q = euclidean metric -- then A = (- A + rn2)lI2 and the 
4 

1 4  4 which is - not an element of S (R - x R - (differentiation 

the order w.r. t .  c0 below 0). 

w.r. t .  5. does not lower 
1 

L e t  A E J"(x). Assume: A has principal symbol G ~ .  Put 

char A = { (x.S) E X X (R" - - 101) :oA(x,c) = 01. 

59.31 LEMMA (cf. 59.15) V T E C ~ ( X ) * ,  



W(T) c W(AT) U char A. 

[ ~ o t e  : I f ,  in  addition, A is properly supported, then V T E c:(x) * , 

WF (TI c WF (AT) U char A. 1 

Consequently, 

=> W(T) c char A. 

59.32 RAPPEL Surnse that f is a real valued cOa function defined on sane 

open subset of X x R". - Put 

Then Hf is the hamiltonian vector field attached t o  f and along an integral curve 

PBreaver, f is constant on y. Proof: 



let A E "r (x) . Assum: A has principal -1 oA, which is real valued. 

Because 

n oA E cm(x x (E - {OI) 1, 

it mkes sense to form Ho , the integral curves of H being called the bichar- 
A OA 

acteristics of A. 

[Note: A bicharacteristic of A is either entirely contained in char A or 

never intersects char A.1 

59.33 THEORFM (Duistermaat-Hoher) (Propagation of Singularities) Take 

A properly supported and let y be a bicharacteristic of A. Fix I = [a,bl c Dam y 

and given T E C: (x) * , suppose that 

Then either 



59.34 REMARK Assume that 

y (1) c WF (TI . 
Then, in view of 59.31, 

Since oA is constant on y (cf. 59.32), it follows that 

59.35 EXAMPLE Maintain the setup of 59.23 and take A = 2 
O9 

- m  - - t h e n A  

is properly supported (cf . 58.12) ard 

and the bicharacteristics of A are the integral curves of the system 



By inspection, the solutions are (So. 5) a constant and 

the C . being constants. W e  have seen earlier that 
I 

and we claim that equality prwails .  To establish this, note f i r s t  that 

so by 59.31, 

2 
WF(A+) c char 0 - m . 

9 

If x - z 0 - is lightlike, then x - E sing spt  A+, thus 3 ( to 6) E C, (A+) with - 



Since W(A+) is conic, V r > 0, 

Accordingly (cf . 59.33) 

(0, (151,- 5))  E WF(A+) 

To recapitulate: 

WF(A+) = sPo(e) u sp+(e) u s p p ) .  



[Note: Take an element 

( ( 5  Ix(,x), (Alx{.~ A X ) )  E sp+(e). - 

Then (Alx],+ Ax) is technically a covector. Since the signature of g is - + + +, 
the associated vector 

# s (X1x1,T 

is 

(- xlx(,; Ax) 

which is parallel to (2 I x 1 r ~ )  : 

59.36 REBWtK As was pointed out in 556, 

Therefore 

a d  WF ( + )  is amputable in terms of W (A+) via 59.19. On the other hand, the 

singular support of A is 

c g  u (5 # 2: It1 = IxIL 

Fram these observations, it is then straightforward to shw that 



Working still i n  Minkmski space, given a mnzero vector 5 and a nonzero 

- # covector 5, let us agree to write xl 15 provided xl Ig 6. W e  shall also signify - - - - 
2 2 

that x - or 5 is l ightl ike k y  writing x = 0 or 5 = 0. - - - 

These conventions then allow one t o  describe WF'(A+) in a ccmpact fashion, viz. 

[Note : Analogously, 

2 
W(A) = {((&5):< - - = 0) 

59.37 EXAMPIE The meWs employed in 59.35 can also be used to compute 

the wavefront set of AUI where 

4 4 Thus take X = R - x R , N = 3, and let 

Then 0 is a phase function and 



Let 5:X + X' ( c Rn) - be a dif fmrphism -- then 5 induces i m r p h i s m s  

There is also an associated diffeamuphism 

X x (Rn - (01) + X' X (R" - {o}) - - 



Suppose that M is a cm manifold of dimmion n -- then the transformation 

property encoded in 59.38 enables one to extend the notion of wave front set to 

M, hence V T 

goes through 

[Note: 

E C: (M) * , WF (T) is a closed conic subset of T*M and the earlier theory 

essentially without change. 

A s  regards notation, (x,EJ E T*M i f f  5 E T:M.] 

59.39 RAPPEL Let C be a closed suhanifold of M - then the conormal bundle 

N*L + C has for its fiber NxL over x E C the kernel of the arrow Tp -+ TEZ. 

[Note: If I : C + M is the inclusion, then 

In particular: N*M is the zero section of T*M.] 

59.40 EXAMPLE Let p be a COO density on C and assume that  s p t  y = C. Define 

a distribution S E C: (M) * by the rule 
1-1 

f + J L  (f lQy (f €c:(M)). 

Then 

[Note: Take M = Rn, C = R ~ ,  p = dx -- then the wve front set of the dis- - - 
tribution 

is NW\ 0, i .e. , is the empty set per prediction (1 <-> dx) . A t  the other extreme, 



if C = (0) and p = uni t  point mass a t  0, then 

j f d p = f ( O )  = 60(f)  
I01 

and N*{O} = 0 x E", t h u s  

thereby providing y e t  another reality check on  the theory.] 

59.41 D24MA The pul lback I*T c a n  be defined for a l l  T E DC(M) i n  such a 

way that it is equal to I*T(= T 0 I )  when T E c ~ ( M ) .  ~ n d  

[Note: One writes T I  C in place of I*T and calls it the r e s t r i c t i o n  of T to C.] 

59.42 EXAMPLE (Products) Given TlIT2 E c:(M) *, their direct product  TL x T2 

is that element of  C;(M x M) * charac te r i zed  by the property 

(T1 x T2) (fl X f2)  = Tl(fl)T2(fZ) 



a d  we have 

In contrast to the direct product, the pintwise product can only be defined 

under certain corditions which, in the present setting, can be formulated in 

terms of wave front sets, the motivation being that fl (x) f2 (x) (x E M) is the 

With this in mind, let us impose the following condition on T,,T,: 

Taking into account 

the fact that N*A(M 

the foregoing estimate for WF(T1 X T2) in conjunction with 

x M) is the subset of T*(M x M) consisting of those pints of 

the f o m  ( (x, x) , (5  , - 6) ) , we see that this condition implies that 

T1 T2 'A (M M) (M M) 

Therefore T, x T,lA(M x M) makes sense (cf. 59.41). When construed as an elenent 
I L ' 

of C: (M) * via the identification 

one writes instead TI-T2 and calls it the pintwise product of 

then, of course, WF(T1) = fd and the cordition is automatic (in 



T10T2 (f = T2(T1f) (f E c ~ ( M )  ) ) . 
[Note: To fac i l i t a te  matters, put 

L e t  A E P(x) . Assume: A has principal symbol oA (cf . 58.20) . Put 

char A = {(x,C) E T*M\O:oA(x,<) = 0). 

Then 59.31 r g ~ i n s  in force. I f  further, oA is rea l  valued, then 59.33 holds, 

hence the 

curves of 

wave front set of 

i ncha rAand  

a distribution T with AT = 0 is made up of integral 

their  projections onto M constitute the singular 

support of T. 

N.B. - Imal ly ,  the bni l tonian vector f ie ld  H attached to oA is given by 
"A 

2 59.43 EXAMPLE Suppose that (M,g) is globally hypdmlic.  Take A = O - m -- 
g 



then 

Therefore 

oA(x, 5) = 0 => 5 lightlike. 

Here the equations of Hamilton are 

and if T -t y(~) = (x(T) ,E(T)) is a bicharacteristic of A in char A, then T + X ( T )  

is a lightlike geodesic. 

[Note: Due to the assumption that (M,g) is globally hyperbolic, no cqlete 

lightlike geodesic remains within a corrp?act subset of M.] 

2 59.44 suppose that (O - rn )T = o (T E C;(M)*) -- then T can 
g 

restricted to any Cauchy hypersurface C (cf. 59.41) (for WF(T) contains only 

lightlike directions) . 



Suppose that (M,g) is globally hyperbolic. Let A E C;(M x M) * -- then A 
2 

is said to be a bisolution md coo for O - m if 3 
9 

[Note: If 

L 
then one simply says that A is a bisolution for 0 - m , thus, operationally, 

9 

N. B. Define distributions At, Ar E C: (M x Eil) * by 



I c WE' (A)  (cf . 59.15) 

2 
and A is a bisolution mot3 COO for [7 - m i f f  

4 

60.1 EXAMPLE The quasifree states on W(Em(M,g),o ) are in a one-to-one 
g 

correspodence with the elements 

1-1 E p(Em(Mtg) ,$I 

and the 2-point function A attached to w is the bilinear functional 
lJ 1-1 

C: (M) /ker E x c:(M) her E + C_ 

which S ~ S  (ifl] , if2]) to 

Denote its l i f t  to c ~ ( M )  x c ~ ( M )  by the same symbol -- then we shall term u 

(or w ) physical provided A is separately continuous, hence determines a dis- 
1-I 1-1 

tribution on M x M that w i l l  also be called A (cf. 55.5) . W e  then claim that 
1-I 



2 A is a bisolution for O - m . E.g.: 
IJ g 

2 
A , p g  - m Ifl X f2) 

2 
= A ((Og - m )fl,f2) 

P 

2 
= AP([(Ug - m )f,I,[f,l). 

2 But (Ug - m ) )f € E E (cf . 54.11) . Therefore 
2 

[(Ig - m Ifl] = 0 

=> 

2 A ((Og - m )fl x f2) = 0. 
lJ 

Put 

N = char Og - m2 c T*M\O. 

if x1 = x2 & t1 = E2 or if there is a lightlike geodesic r + x(r) such that 



and 

Then it is clear that - is an equivalence relation and we let B(xIC) = [(x,C)] 

be the equivalence class of (x,C) E N per -. 
Put 

No = N U M x {ol. 

60.2 THEORDI (Duistermaat-Htjrmander)  If A is a bisolution md C= for 

2 
0 , - m  then 

and 

[Note: This result is a variant on 59.33 but, strictly speaking, is not a 

corollary thereof. It is to be stressed that here both El z 0 and E2 z 0.  Hmver, 

a priori, W(A) might also contain elements of the form 



On the other hand, the points 

are autamtically excluded (since WT? (A) c T* (M x M) \O) . 

60.3 REMARK Let C c M be a Cauchy hypersurface -- then any inextendible 

lightlike geodesic i n t a s e c t s  C. Let 

( (xl I r (x2 I 52) ) E WF (A) 

and assum that  xl +- x2 - then 

( (xil 5;) r ( ~ 2 ,  6;) 1 E (A) 

Define a diffe0rry)rphim 

60.4 EXAMPLE: Let 

where 5 > 0 means that  the vector <j  = gjkSk is future pointing and nonzero -- then 



Given A E C ~ ( M  x M)*, define 

+ 
Then A is spmetric, i.e., 

and A- is antisymnetric , i. e. , 

In addition, 

60.6 EXAMPLE Suppose that A is symetric and WF (A)  c N+ x k- -- then 

W(A) = 8. In fact, 





~ssLmcing still that (M,g) is globally hyperbolic, in the discussion prefacing 

2 
58.22 take A = 0 - m2 - then a parametrix for 0 - m is a continuous linear map 

4 9 

such that 

[Note: Q has a distribution kernel K E C ~ ( M  x M) * which, abusively, will Q 

= S  f(f + 
M 1 2  )dug* 

Let us also remind ourselves that the distribution kernel associated with an element 



of Y-(M) is necessarily a cW function on M x M (cf . 58.10) . I  

61.1 EXAMPLE According to 54.8, 3 continuous linear maps 

such that 

+ 
Therefore E- are parametrices. 

[Note: Recall that 

and, by definition, 

Pass rim to 

2 Then the characteristic relation C of U - m is the subset of N x N consisting 
9 

of those pairs (xl, El) , (x2 I 52) in N such that (xl, El) - (x2 I 52) 
Let AN be the diagonal of N x N -- then AN c C and by an orientation of C 

we understan3 any deccsnposition 



into disjoint open subsets that are inverse relations, i.e., 

1 2 
((x1r51)r(~2r52)) E C <=> E C 

61.2 EXAMPLE Put 

is an orientation of C. 

It turns out that C admits precisely 4 orientations. To describe them, let 

Then 



Set 

Then 

are the 4 orientations of C. 

N.B. We have 

Therefore the different possible orientations of C are the pairs 

To simplify the writing, given a distribution T E C;(M x M) *, let 

WE'' (TI = I ( (x1rx2) (ClI- 52) ) : ( (x1tx2) r (S1rE2) ) E W(T) I 

and call A* the diagonal of 

(T*M\O) x (T*M\O) c T*(M x M)\O, 



thus 

WE" (I) = A*. 

61.3 m R E M  (Duistennaat-Hormander) Associated with each orientation 

1 2 2 2 C\AN = Ci 11 Ci of C, there are parametrices Q: and Qi for 0 - m such that 
4 

61.4 TIEOREM (Duistermaat-Honnander) If Q is a parametrix for 0 - m 2 
4 

1 2 Wt(Q) c A* u Ci or WE" (Q) c A* U Ci, 

then 

modulo a sl1l~0t.h kernel. 

1 2  
N.B. The pararoetrices Qi,Qi are said to be distinguished. 

61.5 LEMMA We have 



mdulo m m t h  kernels. 

1 1  + PROOF C2 (C3) is nonenpty only if xl E J (x2) (xl E J-(x*) 1. 

Therefore 

= C (cf. 61.3). 

61.6 EXAMPLE (cf. 59.37) Take for M Minkowski space -- then W(E) 

is the union 



Put 

the subscript standing for Feynmann. 

61.7 LI3NA We have 

E + + E - = ~ + $  

mdulo a mth kernel. 



562. flADAMAUD STATES 

(M,g) be globally hyperbolic -- then a distribution A E C;(M x M)* is 

said to satisfy the microlocal spectrum condition if 

is physical (cf. 60.1), hence that the 2-point function A is a distribution on 
lJ 

M x M. Since A is a bisolution for O - rn2, it follm that 
lJ g 

WF(Au) c No x N o  (cf. 60.2). 

We then call w an Hadamard state prwided A fulfills the microlocal spectrum 
lJ Ft 

condition. 

62.1 REMAI?K The original definition of "Hadamard state" differs frm that 

given above. That the two are equivalent is a fundamental result due to Radzi- 

kawski, our position on the matter being a reflection of the old adage "good 

theorems beccxne definitions". 

62.2 EXAMPLE Take M = R - x C ultrastatic. Define ~t E IP(r,o 

then it can be shown that A is Hadamard. 
Ft 

[Note: This was established in 59.37 for the special case of Minkawski space.] 



N.B. - The derivation of the fact  that  the vacuum state in an ultrastat ic 

s p a c e t h  is Hadamard uses the "old" definition. An a t t q t  to prove it using 

the "new" definition and microlocal teclzniques has been made by Junker. To 

simplify, he took C compact. men so, his argument contained mistakes which w e  

subsequently dealt w i t h  i n  an erratum. Unfortunately, this erratum is i n c q l e t e  

and gaps still remain, thus the issue is problanatic. 

62.3 REMARK The special nature of the setup in 62.2 is crucial. Indeed, it 

is clear that i f  (M,g) is globally hyperbolic and i f  C c M is a Cauchy hypersurface, 

then the same construction can be carried out but, i n  general, the resulting quasi- 

free s ta te  is not Hadamard! 

62.4 LDlM7l Suppose that SZ c M is causally ccgnpatible -- then there is an 

injective mrphism 

is also Hadamard. 

[Note: This is simply a reflection of the fact  that  the underlying singu- 

la r i ty  structure is local. I 



62.5 THEDM (Fulling-Narcawich-Wald) On any globally hyperbolic spacetime 

(M,g), 3 infinitely many Hadamard states. 

62.6 REMARK If w ,W areHadamard, then 
1 u2 

Thus write 

Then 

so h - A is syMnetric. But  
1-ll u2 

WF(Au - A  ) = f l  (cf. 60.6) 
1 1-l2 



62.7 THEOIiEM (Verch) Let w , w be quasifree states on 0.l (E,(M,g) , og) 
'-5 1-12 

and let IT~.IT~ be their associated GJS representations. Assme: w ,w are 
1 1-12 

mdamard -- then V 0 E K(M.9) , the restrictions 

are geawtrically equivalent. 

There is one final point of interest. Suppose that w is Hadamard and consider 
1J. 

the combinations 

Then 

+ 
Thus A- is symretric (cf . 54.9) , so 60.5 is applicable. 

1-I 

62.8 LEMMA We have 



d u l o  m t h  kernels. 

PRCOF It suffices to dea l  with A'. In view of 61.5 and 61.3, 
1-I 

Theref ore  

la determine WF (A') on the diagonal, observe first that 
1-I 



On the other hand, 

= WF' (I) = A*. 

WF1 (A:) c WF' (Av) U WF'  (E') (cf.  59.13) 

But 

Hence 

so, altogether, 

I = A*, 
X1 = X2 

+ 2 
However (see m e )  , A is a parmtrix for  17 - m . Accordingly (cf . 61.4) , v g 

h i  = z 

modulo a smooth kernel, which ccenpletes t h e  proof. 

[Note: It is a l so  t r u e  that 

+ ' E + + ~ - - E F +  'L 
lnodulo a smooth kernel (cf . 61.7) . I  



563. UODGE CONVENTIONS 

Let M be a connected C* manifold of dimension n, which we take to be oriented. 

Fix a semirietnannian structure g E and consider the star operator 

men 

and 

[Note: Here I E {0,1) is the index of 9.1 

1 
63.1 EXAMPLE V X € 0 (M), 

* (div X) = (div X) vol = hm$. 
9 

let q p -- then there is a bilinear map 

w h i c h  is characterized by the follawing properties: 



0 [m: one calls I the interior product on Ap (PI) . If 6 E A (MI = c~(M) , 

then I is simply multiplication by 6. I 
B 

1 
63.2 REMARK V X € D (M), 

In other words, the operations 



are mutually adjoint. 

63.4 EXAMPLE Let a = 1 -- then 

*1 = vol 
4 

=> 

*vol = **1 = (-1) 'I 
57 



63.6 IIUIES In  what follows, a E A' (M) and 8 t Aq (M) (subject to the obvious 

restrictions) . 

The interior derivative 

B : P  (N) -+ A P 1  (M) 

is 

6 = (-1) I( - l )  + IH1* o d o *. 

[Note : Therefore Bf = 0 (f E coo (M) ) .I  

63.7 LRWlA We have 

PROOF For * 0 * = f 1 and d o d =  0. 

63 .8  EXAMPLE Take M = R~~~ -- then - 



SO in t h i s  case, 

63.9 REM?UX The exterior derivative d does not depend on g. By contrast, 

the interior derivative 6 depends on g (and the underlying orientation). 

PM>OF We have 

Therefore 



= d(a A *B) .  

And, by Stokes' theorem, 

IM d(a A *B) = 01 

£ram which the result. 

= IM d(xfXvo1 ) = 0. 
4 

~ ~ e n t l ~  , 
0 = IM (Xf + f (div X) )vol 

g 

or still, 

IM Xf volg = - IM f (div X)vol 
g ' 

1 63.12 L e t  X E D (MI -- then 

b 
div X = - 6g X. 

PROF In fact, V f E C: (M) . 
= < d f r g b g  (cf. 63.10) 



b div X = - 6g X. 

Recall ncrw that 

A = div 0 grad 
g 

= div 0 $ 0 d. 

But 

Therefore 

d i v = - 6  ~g b (cf. 63.12).  



With this in mind, the laplacian 

is then defined by 

63.13 LEMMA W e  have 

( l ) d O A  = A  o d ;  (2) 6 o A  = A  0 6 ;  (3) * o n  - 
g g g g 

- Ag O *. 

63.14 LlPWi Let f E C ~ ( M ) ,  a E A'M - then 

A (fa) = ( A  £)a  + £(A a )  + 2Dgrad £a. 
g g g 

[Note: On functions, 

A (f f ) = ( A  f ) f  + f ( A  f ) + 2g(grad fl,grad f2) . ]  
g 1 2  g 1  2 1 g 2  

Assume henceforth that  (M,g) is riemannian w i t h  g cmplete and write A 2 1 p ( ~ )  
g 

for the space of square integrable p-forms on M. 

63.15 LEWA A:(M) is dense in A 2 1 P ( ~ )  . 
g 



63.16 LlDWA The restriction A I (M) is essentially selfadjoint. 
g c 

[Note: Write 

Damain Issues Let 

-(a) = ICL E P(M) n iz2.P~):aa E A 
g 

fpcl (M) 1 
g 

Then 

I admit closure: 

Analogous considerations apply to the interior derivative, thus 

I admit closure : 

So (cf. l.6), 



and 

63.17 LEMMA We have 

Therefore 

N.B. Fram the above 

Accordingly, 

are selfadjoint (cf. 1.30) . 



63.18 THEOREM (Gaffney) Let a E Dcm(a) and f3 E m ( E )  -- then 

The damin of 

and 

63.19 LEMMA The sum 

- 
d o 8 + 8 o F i  

is selfad joint. 

[Note: While individually, a 0 8 and 8 0 are selfad joint, this does not 

automatically guarantee that their sum is selfadjoint. H m r ,  since a and 8 
are closed and densely defined, the operators 

are bounded and selfadjoint. In addition, it can be shown that here 



hence 

is selfadjoint. But this implies that 

is selfadjoint, thus finally that 

is selfad joint. ] 

63.20 LEkWi We have 

PROOF By definition, 

P And, thanks to 63.19, - (i 0 2 + 0 a) is a selfadjoint extension of A [A (M). 
g c 

But A I A' (M) is essentially self ad joint (cf . 63.16) . Therefore 
9 c 



Therefore 

let n E fI2"(~) - then u is said to be d n i c  if a E ) and 5 u = 0. 
g g g 

Denote the space of harmonic pforms by HP -- then the elenents of HP are - - 
necessarily coo. 

63.21 EXAMPLE One has 

1- 0 
iff vol M = 

63.22 EXAMPLE Take M = If with the usual metric -- then H' = 0 (0 5 p C n). - 
n-1 [Assume that n > 1, represent - as the product R - x R - , and let gs be the 

flow attached to a/at - then v s, $s:$ -+ R" - is an isometry, hence 

Write 



But 

2 
Therefore $;a is L -cohanologous to a, so $:a = a V t, which is possible only i f  

63.23 ~~ (Kodaira) There is an orthogonal deccarqpsition 

R2"(M) = ~A?'(M) B) dAp'(M) B E'. 
'3 C 

63.24 n Iet a E A'(&¶) n A;"(M) and write, i n  obvious notation, 



63.25 LEMA We have 

dhp1 (M) = Dn 2 
C P-1' 

[Note: In  general, the range of 2 need not be closed. 1 

2 
The L -cohamology groups of (MIg)  are the 

K e r  d 
HP (MI = & 

( 2 )  
P-1 

63.26 LEMMA We have 

63.27 LENMA The canon ica l  arrow 

is one-to-one. 

PROOF Let a , B  E H' - and suppose that a = B + d y  -- then (cf. 63.18) 



Since 

it follows that 

63.28 EXAMPLE Take M = R - with g the usual metric -- then H' - is trivial but 

(R) is infinite dimensional. 
H(2)  - 

The pair (M,g) satisfies the closed range hypothesis if b' p, 

or, equivalently, if v p, 



[Note: If 

is infinite dimensional.] 

2 
Thus, in the presence of the closed range hypothesis, L -cohcamlogy 

represented by hamw>nic forms. 

63.29 LEWlA Suppose that the closed range hypthesis is in force -- then 

Im n is closed and 
g 

30 REMAR?X If V p, 0 is not in the essential spectrum o 

pair (M,g) satisfies the closed range hypothesis. 

63.31 EXAMPLE Take M = E~ with g the usual metric - then the closed range 
hypothesis is not satisfied. To see this, consider the situation when p = 0 and 

view the laplacian Z A as a map 
g 

I£ the range of A were closed, then 3 C z 0: v f E dr2(R") - , 



But such a relation cannot be true. Thus let 

Then 

Theref ore 

an impossibility. 

~ s s m  now that M is ccarrpact -- then the closed range hypothesis is autamatic 

v P, 

is f i n i t e  dimensional. 

63.32 There is an orthogonal deccanposition 



63.33 EXAMPLE Take M 3-dimensional and let X E $(M) - then 3 f E cm(M) 

and Y E $ (M) such that 

b b b g X = g  g r a d f + g  c u r l Y + y ,  

where y E HI. - H e r e  curl Y E $(M) is det ermined by the equation 

b dg Y = * g ~ c u r l  Y. 

[To see this, write 

I7 g X = d f +  6 a +  y (cf. 63.32) 

b = g grad f + 6a + y. 

1 Define Y E V (M) by the relation 

b * a =  g Y. 

men 

6a = *d*a 

b = g Y.] 



Recalling 63.29, denote by @ - the orthogonal projection 

and given a  E (M) , let G~ (a )  be the unique solution to 

is a bounded linear operator. 

N.B. Im a is a Hilbert space and on Im 8 G' = (8)-l. Fwthenmre, 
g 4 ' 

when viewed as a linear operator 

is ompact and selfadjoint. 



$64. ABSTRACT MAXWELL THEORY 

Let (M,g) be a globally hyperbolic spacetime -- then its Cauchy hypersurfaces 
are either all ampact or all nonccmpact (cf. 54.2) and it will be a s h  in this 

section that we are in the ccrmpact situation. 

[Note: In the literature, the respective terms are (~,g) 

I- spatially ccsnpact 

I spatially noncompact. 1 
I - 

Suppose that C c M is a Cauchy hypersurface and let i:C + M be the inclusion -- 
then q = i*(g) is a r i d a n  structure on C. To minimize the possibility of 

confusion, we shall append subscripts to distinguish * and 6 on M and C: 

Let A E A'@¶) - then A is said to satisfy ~ l l ' s  equation if 

6 dA = 0. 
9 

- (d Sg + Sg 0 d) Og - - 

it is clear that A satisfies Maxwell's equation iff 

0 A + dsgA = 0. 
g 

1 Given A E A (M) , put 



64.1 LEMMA If 6 dA = 0, then 6 I: = 0. 
g 9 

PFWF In fact, 

A X = - *  o * I I  
q q o d z  q 

1 1 
64.2 THEOREM (D-k) Given A,II € A ((C) w i t h  6 E = 0, 3 A E I\ (M) w i t h  

q 

6 dA = 0 such that 
g 

A =  i*(A)  & E = * 0 i* o * o dA. 
q g 

1 
Let  A,At E A (M) -- then A , A t  are said to be gauge e q u i v a l e n t ,  written 



A - A ' ,  i f  3 f E c ~ ( M )  such that A = A '  + df. 

[Note: O b v i o u s l y ,  if A - A ' ,  then 6 dA = 0 <=> 6 dA' = 0.1 
g g 

A, A' 

with 

1 
64.3 F i x ~ , l I  E A (Z)  with 6 E = 0 and let A,A1 be per 64.2 -- then 

q 

are gauge equivalent. 

1 
The  notion of gauge e q u i v a l e n c e  applies equally w e l l  to A ( C ) .  

1 1 
64.4 LEtWA Iet A,II,A1,II' E A (1) w i t h  6 II = 6 II' = 0; let A,A1 E A (M) 

q 9 

BgdA = 6 dA' = 0. Assume: 
g 

T h e n A - A ' ,  II = II' i f f  A - A ' .  

PIiCXlF ~f A - A ' ,  then it is clear t h a t A  - A ' ,  II = IT'. Turning to  the 

converse, suppose that A = A' + d@,n = IT'. U s i n g  standard extension theory, 

choose f E c ~ ( M ) : ~ ~ z  = + arii let A" = A '  + df -- then 



and 

Therefore A" - A (cf. 64.3). But A" - A', hence A - A'. 

The preceding considerations can be smmrized as follows: Given a gauge 

1 1 equivalence class [A] in A (C) and TI E A (1) with 6 TI = 0, there is a unique gauge 
q 

equivalence class [A] in A' (M) w i t h  6 d [A] = 0 such that 
g 

[A] = i*[A] & II = * o i* 0 * 0 d[A]. 
q g 

64.5 RAPPEL The inner product on A'(z) is 

<a,f3> = Iz c! A * f3 = IZ q(a,f3)volq. 
9 q 

Put 

N.B. o is welldefined. - 



[For 

£or a l l  pairs ([A],II) -- then the claim is that A' is exact and II' = 0. Start 

by taking A =  II', ll = 0 to get <ll',IIf> = 0, hence II' = 0. W e  are thus left w i t h  
4 

for a l l  E w i t h  6 IT = 0. Bearing in mird that  A'(c) = Im d @ Ker 6 (cf. 63.32), 
9 4 

write A' = d+' + B' (6 B' = 0) -- then 
4 



Now specialize and take II = B': 

0 = < B ' , B t >  => Bt = 0. 
q 

1.e.: At is exact. 

Therefore (E,cF) is a symplectic vector space. 

then 

jg i * [ A  A * 0 d A '  - A t  A * o dA1 
4 9 

= a( ( [A] ,IT), ([A'] , E t ) ) .  

Proof: We have 

j z i * [ A A *  o d A t  - A I A *  0 d A l  
g 4 



[Note: Write 

and work w i t h  Ct -- then the expression 

is independent of t. 1 



$65. THE REQUCTTON MECHANISM 

Let (M,g) be a globally hyperbolic spacetime which we shall assme is 

ultrastatic (cf . 557) . 
Given a p-form a E I\P(M) , write 

where 

and 

[Note : Trivially, 

On the other hand, 

= a - (laIatdt A a. - dt A ~ ~ / ~ ~ a ~ )  0 

= a0 - a = 0.1 
0 

Define an R-linear - map 

'd: A* (M) + A* (MI 

3d = d - dt A La&. 



65.1 LEEm We have 

P m F  In fact, 

And 



= - g ( a  B 1. or 0 

[Note: Tacitly, 

For example, 

= 0. 

In  this connection, observe that 

and keep in mind 6 3 . 2 .  I 

Define t-dependent p-fonns on C by 



Then 

and 



65.3 RAPPEL Every connected orientable 3-manifold is p a r a l l e l i z a b l e .  

Therefore C is p a r a l l e l i z a b l e ,  hence so is M = R - x C. 

0 1 2 3  Fix an orthonormal f r m  E1,E2,E3 per q, put E = a/%, and let  o ,o , w  , w  0 

i 
be the associated cofram (thus wi (E . ) = 6 . ) . 

3 I 

65.4 LEMMA 

and 

L e t  



and 

1 65.6 LEMM?i L e t  a E A (MI -- then 

- 
i** (dt A a) = - * a (i = i*a) . 
t g 9 t 

PKOF Write 

Then 



1 
G i v e n  A E A (M) , put 

[Note: In the setting of 564, 

65.7 LEMW We have 

Then 



On the other hand, 

- 
= o i * o *  o d A  

q t g  

2 3 1 3  1 2  = x o  it(- C (w A w ) + C O 2 ( u  A w ) - CO3(w A w ) 
q 0 1  

0 3 0 2 0 1 + C12(w A w ) - C13(w A U  W )  + C23(w A w ) )  

-2 -3 -1 -3 -1 -2 = *  ( - C  (w A w )  + C O 2 ( u  A o )  - C O 3 ( w  A w ) )  
q 01 

= - -1 -2 -3 
C o p  - Co2u - Co3w 



566. ANALYSlS 1N THE TEMPORAL GAUGE 

I;et (M,g) be a globally hyperbolic spacetime which we shall assumt is 

ultrastatic, thus (M,g) is spatially ccanpact iff C is campact, a condition that 

we shall also assum to be in force. 

[Note: The results set forth in 564 are therefore applicable. As regards 

the spatially nonccenpact situation, scare of the formalities do go through but 

ultimately it is far mre difficult to deal w i t h  (and the final word has yet to 

be written). The special case of Minkowski space is considered in 570.1 

Functional Derivatives There is a pairing 

So, if 

1 L:Ac(M) + R, - 

1 
6L is the elanent of nc (MI such that -6a 

1 for all 6a E Ac(M) . 

The Maxwell lagrangian is the functional 

1 
h:Ac(M) + g 



defined by the prescription 

66.1 LmPm W e  have 

1 
= - / g(da,da)vol 2 M g' 

6 da. 
4 

PROOF In fact, 

= <&a,6 da> 
g g' 

Theref ore 

A cr i t ica l  point for is an e l m t  a E !$(I) such that 



Accordingly, a is a c r i t i ca l  point for & iff a is a solution to  Maxwell's 

equation : 

6 dci = 0.  
4 

Now change the notation: Write A for a and let  F = dA -- then 

Theref ore 

& (4 



Next 

It remains to interpret 

Given a E A' (M) , put 

66.2 LJMMA We have 

' a = itLa,ata. 

PWXlF First 

i - 
t+s - @S O 



a where as is the flow attached to f.nsequently, 

In view of this, 

66.3 liEMARK To run a reality check on the definitions, write 

0 = dF 



Then v t, 



is the velocity phase space of the theory. 

[Note: Elements of C are pairs (AO ,A) , -E 

and elanents of TC are pairs of pairs ( A ~ , A : $ , ~ )  , where 

The lagrangian of the theory is the function 

L:TC -t 5 

defined by the rule 

[Note: The variable A. is not present.] 



N.B. Fram the above, 

Thinking of TC as the tangent bundle of C, put 

and call it the mokly3ntum phase space of the theory. 

[Note: Elements of T*C are pairs of pairs (AOIA;~OII), where 

66.4 REMARK If (AOIA) E C and if 

then the evaluation < X , w  is 

Here 

and 



[Note: It is custanary to write 

The primary constraint suhnanifold of the theory is that subset C of T*C 

consisting of those pints (%,A; no, n) for which KO = 0. 

[Note: This definition is suggested by the fact that 

We shall now pass to the hamiltonian of the theory, it being the function 

with the property that 

6L - = -  (i-an,,, 
6 i  

we have 

SO 



1 1.e. : A s  a function on C x A (C) , 

The next step is to set the constraint algorithim into mtion. One then 

finds that the secodary constraint suhanifold of the theory is that subset C' 

of C consisting of those points (Ao,A;P) for which 

[Note: There are no tert iary constraints.] 

B u t  w e  are still not out of the woods. Internal to  the theory is the notion 

of gauge vector field, t m  pints i n  C' being physically equivalent i f  they can 

be connected by an integral curve of a gauge vector field. 



66.5 EXAMPI3 Let 

and put 

Then 

6 d and y is an integral curve of the gauge vector field ioT (AO = =y(t )  ) . 

It follows that the Ao-cmpnent of a pint in C' is physically irrelevant. 

One may therefore normalize the situation and take A. = 0. With this agreement, 

we shall view the final constraint sulrnanifold of the theory as a subset C of 

~'(1) x A'(E), viz. the pairs (A,II), where 6 11 = 0. 
q 

[Note: Put 

G(A,TI) = H(0,A;II). 

Then 

- 
H(A,II) = - - 1 

'n,I'l>q - 2 <dA,wq 2 

is now the hamiltonian of the theory. 1 



The remaining gauge vector f ields are parameterized by the 4 E cOo(c) : 

But this means that  (AIII) and (A + d4,II) are physically equivalent. 

66.6 SCHOLIUM The physical phase space of the theory is 

in precise agreanent w i t h  the earlier abstract considerations (cf . 564) . 

1 
Dropping the s u p s i t i o n  of canpact support, take A E A (M) arbitrary, let 

f = dA, d put 

And it is clear that  the assigrnnent 

is a path i n  C c T*C. 



A s m  next that A satisfies lhxwll' s equation, thus 6 dA = 0, which implies 
g 

that 6 1: = 0 (cf . 64.1) , so the assigment 
q 

is a path in C' c C. 

To proceed further, let us agree that A is in temporal gauge if 

A. = laIatA = 0. 

66.7 LEMMA The gauge equivalence class [A] contains an element At in tgnporal 

gauge. 

PRooF Define f:M -t R by 

Put 

f (t,x) = - A (s,x)ds. 0 0 

At = A + df. 
Then 

Therefore A' is in temporal gauge. 

1 1 [Note: If A E Ac (M) , then, in gewal, A '  $! Ac (M) , hence passage to the 



temporal gauge may very we11 force one out of the ccanpactly supported wrld.]  

Maintaining the assumption that A sa t i s f ies  IArlaxwell's equation, suppose 

further that A is i n  t a p o r a l  gauge - then the assignment 

is a path in  C. 

To understand the wolutionary aspect of Maxwell's equation, we shall  need 

a preliminary result  which, i n  particular, leads to  another proof of 64.1. 

Define 

3* : A* (M) + A* (M) 

i n  the obvious way. E.g.: 

3 * ~ = - *  ( d t h  A) (cf. 65.6). 
g 

(cf. 63.8) 



But frm the definitions, 

and 

Therefore (cf. 65.1) 

Applying *g one m r e  time then leads to the stated fomla. 

It follows from this that 

and 



So, if A is in tesnporal gauge, then 

1 1 
Returning to 66.6, let us explicate A (C)/-. Thus write A (1) = Im d $ K e r  6 

q 
1 (ci. 63.32) -- then a given A E A (L) admits a deconposition A = d+ + A ~ ,  where 

A~ is the transverse cchnponent of A. 

66.9 LEMMA The map 

is a welldefined bijection. 

T T [If A = B ,  then 

Put 

A - B = d(+ - $) 

A - B => [A] = [B].] 



Thm E can be realized as the di rec t  sum 

or still, as the set of pairs (A, II) , where 

Define 

Then a is nodegenerate (cf. 64.6), hence (E, o) is a syrrq?lectic vector space. 

The hamiltonian H passes to the quotient and defines a function on E, which 

again w i l l  be denoted by g. 

66.10 RENZWX Thus 

To be in  agreement with the  usual conventions, je t t ison the  minus signs and stip 

date  that the hamiltonian of the  theory is 

Observe that this would have been the outccane i f  we had mrked frcm the  beginning 



w i t h  

and, of course 

66.11 LEMMA The hamiltonian vector field 

attached to is given by 

But 

is an integral curve for X-, then 
H 



Put 

so that 

'Illen 

where 

-1,T 
hlfT(C) = h (C) B) &. 

E is the "oscillating" sector of E. In it, the equations of mtion are 
0 

- 
i(t) = E(t) 

- 



and formally, the integral curve y (t) = (A (t) , E (t) ) passing through (A, TI) at 

Ef is the "free" sector of E. In it, the equations of notion are 

Specialize and as- that $ = 0, hence E = Eo . Taking n211(z) over st 
9 

define a real linear map 



- 
[Note: Since $ - = 0, - A is positive and has a bounded inverse. ] 

q 

Naw apply an evident variant of the Deutsch-Najmi construction and define 

- 
%((A,", (A',")) = <At (- Aq) 1/2~1> + <x,(- ii ) -  1'2E3 

4 9 q ' 

Then 1.1 E I P ( E , o )  and is pure. 

Definition The Mamvell state is the pure s t a t e  on I (El o )  determined by pM. 



567. THE LAPLACIAN IN R~ - 

Recall  t h a t  the damin of 

is dl2 ( R ~ )  - (cf . 1.15) . 

2,2 3 67.1 LEMMA L e t  @ E W  ( 5 )  - - t h e n $  is 

3 C > 0, independent of 4, such that 

a bounded continuous function and 

2 3 67.2 U~PIIA Let 4  E L (I! ) .  Ass-: 41 is harmonic, i.e., A$ = 0 -- then 

4  = 0 (cf. 63.21). 

2 3 P ~ F  In fact,  $I E 2' (I! ) , hence is bounded. But the bounded harmonic 

functions on R' - are the constants. 

2 3 2 3 [ ~ o t e :  Here is a different proof: (I E L (R ) => $ E L (5 ) ,  so - 
2- 4 A4 = 0 => 161 $(El = 0 => $I = 0 => $I = 0.1 

Let 



Then G is a dis tr ibut ion and 

Theref ore  

67.3 REMARK G is a tapered distr ibut ion w i t h  Fourier transform 

The convolution G*f is autmat ica l ly  coo ard 

67.4 RAPPEL Let (X,M, y) be a o-finite measure space. Suppose that f :X -t R - 
is measurable. Mine 



Put 

Then 

1 1 - 1  

1 1 - 1  

I I f  l l P I W  = ( sup tP+(t)) WP 
t > 0 

f i s s a i d t o b e i n w e a k L P , w r i t t e n f  EL:(x,~), i f  IIflI C m .  While 
P IW 

I p I w  is not a norm (the triangle inequality f a i l s ) ,  one does have 

I P t W  I I - I I 

3 
67.5 EXAMPLE Take X = R , p = dx, and l e t  f = r 

P 3 - P 3 thus£ E \ ( R )  b u t £  $ L  ( R ) .  - 

3 P 3 
67.6 LEMMA M f  E C ~ ( R )  --thenG*f E L  ( R )  - ( p >  3).  

PROOF Since 

the generalized Young inequality gives 

where 

L e t 1  < q < - - -  then 3 < p < and the result follows. 2 



Write 

3 67.7 IEWA L e t  f E c:@ ) -- then 

PROOF Since 

the generalized Young inequality gives 

3 Let 1 < q < 3 -- then - < p < a, and the result follows. 2 

In particular: 

2 3 3  g a d  G*f E L (R - ;R - ) .  



67.8 RlWd?K W e  have 

Indeed, 

2 3 
a.(G *f) =G.*a.f E L  ( R ) ,  

3 i 1 3  - 

so one can proceed frm here by iteration. 

The condition on f can, of course, be relaxed. To be specific, let us assum 

2 3 that f E L (R - ) and is eampactly supported -- then it makes sense to consider G*f, 

w h i c h  is thus hamronic i n  the exterior of (x: 1x1 I R) for R sufficiently large and 

lim (G*f) (x) = 0. 
1x1 + co 

2 
67.9 FmlARK Suppse that f E Lloc cR3) and 

Then it is still possible to define G*f but, i n  general, G*f need not tend t o  zero 

a t  infinity. 

[Note : Obviously, 



568. VECTOR FlELVS 

3 3 
Given X E C ~ ( R  - ;R - ) , w r i t e  

a-ld put 

Then the map 

is bijective. 

68.1 LEMMA We have 

- 
w = w  = d f  grad f V f  

- - 6 = (- 1) 3+3+1*d* - *d* . 

div X = - 6% = *d*%. 



And 

w = w  
V (!?-XI V(div XI 

= d (div X) 

= - as(%). 

Theref ore 

68.2 LEMMA W e  have 

Ax = V(V-X) - v x (V x X ) .  

P m F  In view of what  has been said above, 

Aax = - ( d o 6 + 6 o d ) %  

On the other hand, 



3 3 wt x E c W ( ~  ;g ) -- then X is said t o  be 

I- longitudinal i f  V x X = 0 

I transverse i f  V-X = 0. 
- 

68.3 LEWlA If X i s  both longitudinal and tramverse, then AX = 0. 

[This is irrsnediate (cf . 68.2) .I  

- 
X~ I = grad (G*div X) 

Then 

Since 

I - cur l  0 grad = 0 

T 
it follows that X is longitudinal and X is transverse. In additionn, X and xT I1 I I 
are square integrable (cf . 67.7) and mutually orthogonal: 



- - 
'R3 

<grad (G*div X) , - curl (G*curl X) >dx 

- 

- - lR3 (G*div X) (div cur l  (G*curl X) ) dx 
- 

68.4 LEM4A W e  have 

I - div X I  I = div X 

div X = div grad ( ad iv  X) I I 

= div X. 

curl  xT = - curl curl(G*curl X) 



= v x x  

= curl X. 

PKDF Consider the difference 

Then (cf . 68.4) 

But 

Theref ore 

= X~ I + x T  (cf. 67.2). 



Recall that 

a a a 
X = f 1 5 q + f 2 % 5  + f 3 % *  

This said, denote by grad X (or VX) the associated t r ip le  of tr iples,  viz. 

(Vflf V f 2 f  Vf3) . 

PROOF Write 

Then 



[Note: Needless to say, the s u p s i t i o n  

f i  E c E ( ~ ~ )  (i = 1,2,3) 

can obviously be weakend.] 



569. ffELMHO LTZ 'S THEOREM 

It is undesstood that derivatives are taken in the sense of distributions. 

2 3 3  
69.1 LEMMA let F E L (g ;R - ) .  Assume: V-F = 0 and Q x F = 0 -- then 

F = 0. 

PRlXlF The hypotheses imply that AF = 0 (cf. 68.2). N m  apply 67.2. - 

2 3 3  2 3 2 3 3  69.2 LD@IA Iet F E L (R ;R ) .  Asfllroe: Q-F E L ( R )  and Q x F E L  (R ; R )  - - 7 - - - 

then 

[Note: Accordingly, if F = (Fl,F2,F3) , then 

Therefore 

Put 



2  3 3  2 3 3  69.3 L ( R  ;E ) is the closure in L (R ;R ) of {Of:£ E c;(R3) }. I I - - - 

2 3 3  PRlXlF Suppose that F E L  (R ; R )  and I I -  - 

Therefore F = 0 ( c f  . 69.1) . 

Put 

2  3  3 T  2 3 3  3 3  69.4 LEMMA L (R - ;R - ) is the closure in L (R - ;R - ) of {V x X:X E C;(R - ;R - ) } .  

2  3  3 T  
PROOF Suplpse t h a t F  E L (R ;E and 



Therefore F = 0 ( c f  . 69.1) . 

69.5 THEOIiEM (Helmholtz) There is an orthogonal decchl-rposition 

2  3  3  2 3 3  2 3  3 T  L @ ; R )  = L  ( R ; R )  $ L  ( R ; R )  . I I -  - - - 
PROOF It is clear that 

2  3 3  2 3  3 T  
L ( R ; R )  I L  ( R ; R )  . I I -  - - - 

On the other hand, i f  F is orthogonal to 

then by the above, V-F = 0 a d  V x F = 0,  hence F = 0 ( c f .  69 .1) .  Therefore 

2 3 3  2  3 3 T  2  3  3  
L (R ;R ) and L (R ;R ) span L (R ;R ) .  I I -  - - - - - 

3  3  69.6 EXAMPLE Let X E C ~ ( R  ;R ) -- then 

I (cf. 568). 

2 3 3  69.7 REM?WK Identify L (R ;R  1 w i t h  ~ ~ " ( d )  (g = usual metric) - then - - 9 - 



69.5 is a special case of 63.23. Indeed, 

1 the space H - of hanmnic 1-forms being trivial. Obv ious ly ,  

2 3 2 3 3 3 for &A (R ) ,  take an a E Ac(R ) and define X E C;(R :R ) by *a = q( -- then 
C - - - - 

&a = *&a = *dux = w 
V X X  ( c f .  68 .1 ) .  

Therefore 

[Note: L e t  

Then V a d m i t s  closure and 

2 3 3  L ( R ; R )  = T m v  ( c f .  63.25) .  I I  - - 
S t i l l ,  Im 7 itself is not closed. 1 

T h e  deccanpos i t ion  

2 3 3  can also be approached via Fourier transforms. Thus  given F E L (R - ;R - ),  write 



where 

and 

Then 

In addition, 

and 

Denote the inverse transforms by F and FT -- then F = I I F I  I + FT and 



And 

69.8 LEMMA The maps 

2 3 3  are the orthogonal projections of L (R - ;R - ) onto 

69.9 REMARK By definition, 

or still, 

where 



Therefore 

= Z 6.. (6*F.) (x) - C G*F. (x) 
j 11 I axiax j 7 

d 
= Fi (x) - C G*F . (x) . 

j j I 

Let G = 2.G -- then the generalized Young inequality implies that 
j I 

6 3 G.*F. E L (R ) (cf. 67.7). 
1 3  - 

Thus 

[Note: Without further ado, sme authorities write 



l3ut such a w e  requires justification and is a priori valid only under certain 

restrictions on the F 1 
j 



570. BEPPO LEV1 SPACES 

3 3 Write BL(R - ) for the closure of C ~ ( R  - ) w.r.t. the norm 

Tlw B L ( R ~ ]  - is called the R e p  Levi space of level 1. 

3 
70.1 REMRRK Write BIQR - ) for the closure of c;(R3) - w.r.t. the norm 

Then B$ (E3) is called the Beppo Levi space of level k. 

[Note: A s  usual, 

In what follows, we shall deal exch 

- 
-y with the case k = 1. 

N.B. By construction, BL (R') - is a Hilbert space and 

3 2 3 3 
u € BL(R) => Vu € L (R - ;R - ) .  

3 70.2 IEMMA (Soblev) 3 C > 0 such that V f E C ~ ( R  ) ,  



Theref ore 

3 8T 2 3 
70.3 Let T be a distribution on R . Assume: - E  L (R ) - axi - 

6 
(i = 1,2,3) - then T E Llw(R3). 

[Note: No global conclusion is possible (take T to be a constant).] 

3 
70.4 LEMMa If u E BL@ ) and if Au = 0, then u = 0. 

PROOF In fact, 

But 

au - 2 3 au , 
E L  ( R )  =>--  - (cf . 67.2) . 

axi axi 

Therefore Vu = 0, thus u is a constant. However, I lull, c m, so u = 0. 

3 3 
70.5 LFMMA Let U E BL(R ;R ) .  Assume: V*U = 0 and V x U = 0 - then - - 

u = 0. 



PROOF The hypotheses imply that  AU = 0 (cf .  68.2), hence U = 0 (cf. 70.4). 

3 6 3 
It has been shawn above that  BL(R - ) is contained i n  L (R - ) but mre can be 

said. 

3 
70.6 UWJA The Beppo Levi  space BL(R - ) coincides w i t h  

PI#XIF Denote the set in question by E and put 

3 Then 1 1 -  I  I  is a norm on E. lubreover, E is a l3anach space containing C ~ ( R  - ) as a 

dense subspace, which impl i e s  that  E = EL($). - 

70.7 RAPPEL W e  have 

w2~'(13~) c (2  2 p 6 6). 

In particular: 

Consequently, in view of 70.6, 



1 3  2 3 3  
[Note: To argue directly, let f E 2' (R ) - Men Vf E L (R ;R 1, hence - I1 - 

3  2 3 3  
3 a sequence fn E C: (R ) such that Vfn + W in L (R : R ) (cf . 69.3) . Meam8-u 

I - - ' le, 

3 
3 u E BL(R ):fn + U. Ard Vf = Vu => f = u + c, c a constant. But - 

3 aT 2 3  
70.8 REMARK Let T be a distribution on R . Assume: - E L (g ) - axi 

6 3 
(i = 1.2,3) -- then T E Lloc(R - 1 (cf. 70.3) anl, in light of the preceding con- 

3 siderations, 3 u E RL (R - ) : 

where c is sane constant. 

[Note: u and c are unique.] 

2  3  Given f E L (R ) ,  write Uf for the convolution - 

Uf(x) = 1 3 '(~!j dy. 
5 k-yl 

2 3 
70.9 LEMMA V f E L  

PRIXlF Thanks to 67.5, 



So, upon application of the generalized Young inequality, we conclude that 

I l ~ f l 1 ~  " ~ I l f l 1 ~  (cf* 67.7)- 

1 xi - Yi 
Rif (x) = lh 4 f (y)dy. 

2 3 Then the Ri are hounded linear operators on L (R - ) and 

Therefore 

3 Uf€BL(R) - (cf. 70.6). 

[Take Fourier transforms on both sides.] 

2 3 
70.11 LEMMA Let f,g E L  (5 ) .  As-: Uf = U -- then f = g. 

g 

PROOF For 



Therefore the map 

is injective. 

3 
Given u E E3L(R - 1, put 

2 3 Then Du E L (R - ) . 

3 
70.12 LEMMA V f E C~(R ) ,  

a f Ri(Df) = - - (i = 1,2,3). axi 

[Take Fourier trans£ orms on both sides. I 

70.13 LEPWi The map 



is bijective. 

3 PROOF The issue is surjectivity. Fix u E BL(R - ) and let 

f = -  l2 Du. 
2Tr 

2 3 Then f E L (R - ) and the claim is that Uf = u. W i t h  the understanding that i = 1,2,3,  

3 choose a sequence fn  E C ~ ( R  - ) : 

and in the r e l a t i o n  

L 1 Ri(Dfn) = - - (cf. 70.12), 
axi 

let n -+ to get 

But  

The re fo re  

or still, 



2 3 
70.14 Inspction of the foregoing sham that 3 C > 0:V f E L (R ), - 

c-ll I f I  I2 5 I IufI IBL 5 CI l f l  1 2 -  

3 
[Note: Suppose that f f ~ z ( f !  ) - then 



3 3 Denote now by (g ) the set of locally integrable functions f on R - such 

that 

and 

3 Then d 1 ( ~  - ) is a so-called weighted Sotolev space (see below) and 

70.16 LmPlA (Lizorkin) We have 

BL(:~) = $1(:3). 

3 PROOF L e t  f E L31(R3) -- then 3 u E B t ( R  - ) and a constant c: 

f = u + c (cf. 70.8). 

But 

3 Therefore f E BL (R - ) . 



70.17 REMARK Let 

3 
O(X) = (1 + 1 x 1 ) ~  (X E R - ) .  

Fix k E ZkO, 6 E R - - then the weighted Soblev space $ (R3) attached to k, 6 is 
the Hilbert space consisting of those locally integrable functions f:~' - + R - 
possessing locally integrable distributional derivatives up to order k such that 

02 3 3 [Note: Cc(R ) is dense in $(R ) . I  

70.18 LEDMA (Poincarg Inequality) Suppose that 6 > - - then3C>O 

such that V f E 4 (R~) - , 

[Note: Take 6 = - 1 to get 

2 3 3  
Cur next objective will be to establish an analog of 69.5 with L (R - ;R - ) 

3 3 replaced by BL (R - ; R - ) . 
Put 



3 3 3 3 3 70.19 IZ2W?l BL (R ;R ) is the closure in BL(R ;R ) of {Of:£ E C:(R ) } .  I I -  - - - - 
3 3 PROOF Suppose that U € BL (R ;R and I I -  - 

I E ~ 3 ~ )  I. 

or still, 

or still, 

or still, 

or still, 

O =  J 3  <U,V x (V x Vf) +AVf>dx (cf. 68.2) 
R - 

or still, 



or still, 

or still, 

or still, 

=> 

ACV-U) = 0 

=> 

V * U =  0 (cf. 67.2). 

Therefore U 

Put 

70.20 

PROOF 

= 0 (cf. 70.5). 

3 3 T  3 3 3 3 
LEMMA %(R ;R is the closure in BL(R - ;R - ) of {V x X:X E C ~ ( R  ;R ) ) .  

C -  - 
3 3 T  

Suppose that U E BL@ ;R ) and 

3 3 u I {v n X:X E C ~ ( R  - ;R - 1 ) .  

r n 3 3  Then V X E CcQ ;R 1, 

0 = <grad U,grad(V x X) > 



or still, 

or still, 

or still, 

or still, 

0 = 1 <V X U, V ( V e x )  - AX% (cf. 68.2) 
E 

or still, 

=> 

A ( V  x u )  = 0 

=> 

V X U = 0 (cf. 67.2). 

Therefore U = 0 (cf. 70.5). 

70.21 THEDREM (Helmholtz) There is an orthogonal deccmposition 



PROF It is clear that 

On the other hand, if U is orthogonal to 

and 

3 3 {v x X:X E C:(R - ;R - ) 1,  

then by the above, V*U = 0 and V x U = 0, hence U = 0 (cf. 70.5). Therefore 

3 3 3 3 T  3 3 
BL, I (E ;g ) and BL(R - ;R - ) span BL(R - ;R - ) .  

3 aT 2 3 
Let T be the set of distributions T on R - such that - E L (R ) (i = 1,2,3) ax, - 

I 

(cf. 70.3). 

70.22 IXMMA The image of T under the arrw 

[Note: Therefore 

Observe too that 

is norm perserving.] 



3 70.23 RAPPEL Define p E C;(I( ) by 

Here 

thus 

Given t > 0, define 

and 

Passing to the proof of 70.22, suppose that 

2 3 3 T  for all  I1 E L (R - ;R - ) . Specialize and take 



3 3 
where x E C;(R ;R -- then 

V x (pt*F) = 0, 

X k i n g  arbitrary. Now define $t by the line integral  

4, (x) = I: pt*F 

to get  

Consideration of the  l imi t  as t -+ 0 finishes the argument. 

3 70.24 LJ3MA The image of T under the arrow 



Then 

2 3 3 T  
PROOF Given F E L (R ;R ) , put - - 

=> 

where TF is t ap red .  



Therefore 

So, if 

then 



The construction in 70.24 defines a linear map 

Determine 

per 70.8 (thus TF = UF + cF) -- then 



and, of course 

So we have an arrow 

which is norm preserving 

And 

In fact, 

and surjective: 

70.25 THM)REM (Schmidt) There is an orthogonal decarrposition 

2 3 3  3 3 3 T  
L ( R  ;R ) = grad BL(R ) $ curl BL(R - ;R - ) . 

[ m i n e  69.5, 70.22, 70.24, and subsequent discussion.] 



2 
70.26 REMARK This result implies the L -version of the ~oincar; lemna. 

2 3 3  3 Let F E L (R ;R ).  Assume: V x F = 0 -- then 3 u E BL(R ) such that - - - 

grad u = F. 

2 3 3  3 3 Let F E L  (R ;R ) .  Assume: V-F = 0 -- then 3 U E BL(R ; R )  such that - - - - 

70.27 LJMW W e  have 

3 3 2 3 div BL(R - ;R - ) = L (R - ) .  

PRXF The image 

3 3 div BL(R ;R ) - - 
2 3 is a closed subspace of  L (R 1. If 

3 3 f o  I div BL(R ;R ) ,  - - 
3 then v f E C;(R - ) ,  

=> 

f o  = 0 ( c f .  67.2). 



let 

with Dom(A) consisting of the pairs (F1,F2) : 

let 

Then 

X = 

- - 
0 I 

- A 0 - 

with m ( X )  consisting of the pairs (U,F) : 

3 3 T  2 3 3 T  
(F,AU) E BL(R - ;R - ) $ L (R ;R ) . - - 

2 3 3 T  
Given F E L (R - ;R ) , put 

C(F) = UF* 



is an iscmetric iscmrphism such that 

- v x G(F) = F 

- <(V x U) = u. 

70.28 LENMA The arrow 

PRooF Suppose that (F1,F2) E Dom(A). L e t  U1 = -- then F1 = V x U1 

and we c l a i m  that  

In fact, 

Aul 
= v(U0U1) - V x (V x U1) ( c f  . 68.2) 

= - v x (V x U1) (V*U1 = 0) 

2 3 3 T  = - V x F I E L  ( R ; R )  - - . 

On the other hand, 



Therefore 

That 

I 3  ( g ' r a d ~ ~ l ~ d ~ <  w (d. 69.2) 
R - 

follows upon reversing the steps. Finallyl 



70.29 REMARK 

If 

then Maxwell's equations are encoded by 

Therefore 70.28 provides a connection between Maxwell's equations and the 

wave equation. 

According to 70.21, there is an orthogonal deccnrposition 

3 3 3 3 3 3 T  
BL(R ;R ) = BL (R ;R ) $ BL(R ;R ) . I I  - - - - 

3 3 Let  UltU2 E BL(R - ;R - ) -- then U1,U2 are said to be gauge equivalent, w r i t t en  

3 3 
Ul - U2, if U1 - U2 E BL (R ;R ) .  I I 



70.30 LEMMA The map 

is a welldefined bijection (cf . 66.9) . 

3 Definition The physical phase space of Maxwell theory i n  R - is 

[Note: The underlying hamiltonian is the function 



APPENDIX: ffERMTTE POLYNOMIALS 

There is no universally agreed to convention for their definition, so it's 

necessary to make a choice and stick w i t h  it. 

Put 

HO(x)  = 1 

and 

Generating Function 

Explicit Formulas 

Derivative 



Differential Ejquation 

H''(x) - xH;(x) + nHn(x) = 0 

Multiplication Formula 

Algebraic Relations 

Integral Representation 

Mehler Kernel Formula 



2 Hk (x) 
Let dy (x) = - e-* dx - then the plyncmials - (k 2 0) are an 

m rn 
2 orthonormal basis for L (g, y) . In the applications, 

consider 

and this leads 

an orthonormal 

to the introduction of another set of 

2 
basis for L (GI p) . 

it is also important to 

M Y )  

plynanials which then form 

Put 

and 

Generating Function 

Explicit Formula 

k a!b! 
Z 
a-k zb-k 

Ha,b(zrz) = (-I) k!(a-k)! (bk)! 
k=o 

In particular: 



Conjugation Relation 

Recursion Relation 

Derivative 

Differential Eauation 

Orthogonality 



Integral Representation 

H (z ,E)= 
a,b 

The Hn and the Harb are connected by the following identities: 
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