
Analysis 101: 



ABSTRACT 

In addition to providing a systema.tic account of the classical theorems of 

Jordan and 'Ibnelli, I have also provided an introduction to the theory of the 

'Weierstrass integral which in its definitive fonn is due to Cesari. 
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§1. FUNVAMENTALS 

1: NOI'ATION Given 

x = (xl' .•. ,~) .E Ffl (M = 1,2, .•. ), 

put 

11 11 
2 2 1/2 

x = (x1 + • • • + ~) , 

hence 

2: DEFINITION A function !_: [a,b] + ~ is said to be a curve C, denoted 

C <->!_, where 

f(x) = (f1 (x) , .•. ,~(x)) (a~ x ~ b). 

3: EXAMPLE Every function f: [a,b] -+ R gives rise to a curve C in R2, 

viz. the arrow x-+ (x,f(x)). 

4: DEFINITION 'Ihe graph of C, denoted [C] , is the range of f. 

5: EXAMPLE Take M = 2, let k = 1,2, ••• , and put 

Then the ~ all have the same range, i.e. , [c1] = [c2] = • • • if ~ <-:>- fk but 

the ~ are different curves. 

6: REMARK If c is a continuous curve, then its graph [C] is closed, 

bounded, connected, and unifonnl y locally connected. Ow"ing to a theorem of Hahn 



2. 

and Mazurkiewicz, these properties are characteristic: Any such set is the graph 

of a continuous curve. So, e.g. , a square in R
2 

is the graph of a continuous 

curve, a cube in R3 is the graph of a continuous curve etc. 

7: DEFINITION The length of a curve C, denoted l (C) , is 

n 
Tf[a,b] = sup L: I lf(xi) - !_(xi-l) 11, 

- PEP[a,b] i=l 

C being termed rectifiable if l(C) < + 00 • 

[Note: If C is continuous and rectifiable, then V E: > 0, 3 o > 0: 

b n 
1 IPI I < o => V (f;P) - . L: I !!_(xi) - f(xi-l) 11 > l(C) - E:.] 

a i=l 

8: LEMMA Given a curve C, 

Tf [a,b] S l(C) S Tf [a,b] + ··· + Tf [a,b] (1 Sm S ~~-
rn 1 M 

9: SCHOLIUM C is rectifiable iff 

fl E BV[a,b], ... ,fM E BV[a,b]. 

10 : T".tIEOREM I.et 

C <-> f : [a ,b I + RM 
n n 

C <-> f: [a,b] + RM 

and assume that f converges pointwise to f -- then n -

l(C) ~ lim inf l(Cn). 
n + oo 



A continuous curve 

3. 

,.J\tl 
f <->y: [a,b] -+ K 

is said to be a polygonal line (and r quasi linear in [a,b]) if there exists a 

P E P [a,b] in each segm:mt of which y_ is linear or a constant. 

11: DEFINITICN The elementary length le (f) of r is the srnn of the lengths 

of these segments, hence le ( r) = l( r) • 

12: NorATICN Given a continuous curve c, denote by r(C) the set of all 

sequences 

r <-> y : [a,b] -+ ~ n n 

of polygonal lines such that 

unifonnly in [a,b]. 

Therefore 

y -+ f (n -+ 00) n -

l(C) < lim inf l(f) = lim inf l (f ). 
- n e n n -+ oo n -+ oo 

On the other hand, by definition, there is some {r } E r(C) such that 
n 

l (f) -+ l(C) (n-+ oo). e n 

13: SCHOLIUM If c is a continuous curve, then 

14: REMARK Let 

l(C) = inf 
{rn}Er(C) 

[lim inf l er )J. e n n -+ oo 

M c <-~ f: [a,b] -+ R • 
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Assume: C is continuous and rectifiable -- then f can be decomposed as a sum 

f = fAC + fc, where fAC is absolutely continuous and fc is continuous and singular. 

Therefore 

l(C) = Tf [a,b] + Tf [a,b]. 
AC C 
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§2. ESTIMATES 

1: NorATION Write 

in place of £. (C) • 

2: DEFINITION Assume that C is rectifiable -- then the arc length function 

s: [a,b] -+ R 

is defined by the prescription 

s(x) = Tf [a,x] (a ~ x ~- b). 

Obviously 

s(a) = 0, s(b) = £.(C), 

and s is an increasing function. 

3: LEMMA If Cis continuous and rectifiable, then s is continuous as are 

the Tf [a,-] (rn = 1, ••• ,M) • 
rn 

4: LEMMA If C is continuous and rectifiable, then s is absolutely con-

tinuous iff all the Tf [a,-] (m = l, ••• ,M) are absolutely continuous, hence iff 
rn 

all the frn (rn = l, ••• ,M) are absolutely continuous. 

If C is continuous and rectifiable, then the f E BV[a,b], thus the derivatives rn 

f~ exist alm:>st everywhere in [a,b] and are Lebesgue integrable. On the other hand, 

s is an increasing function, thus it too is differentiable al.mJst everywhere in 

[a,b] and is Lebesgue integrable. 
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5: SUBLEMMA The connection between f' ands' is given by the relation 

I If" 11 ~ s '· 

alrrost everywhere in [a,b]. 

[For any subinterval [a, SJ c [a,b], 

I 1£ ( S) - !Ja) 11 :S s ( S) - s (a) • ] 

6: LEMMA 

l (C) = s (b) - s (a)_?:~ s' > ~ I I!.' 11 • 

I.e.: Under the assumption that C is continuous and rectifiable, 

t <c) .?: ~ I I!.' II· 

7: THEOREM 

l(C) = !: I If' 11 a -

iff all the f (m = l, ••• ,M) are absolutely continuous. 
m 

This is established in the discussion to follo;,v. 

• Suppose that the equality sign obtains, hence 

s(b) - s(a) = ~ s'. a 

But also 

If 

then 

s(x) - s(a) > ~ s', s(b) - s(x) > ~ s'. a x 

s(x) - s(a) > ~ s', s(b) - s(x) > ~ s', a - x 

s(b) ~ s(a) > ~ s~, a 
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a contradiction. Therefore 

s(x) - s(a) = f:- s' 
a 

=> s E AC[a,b] => f E AC[a,b] (m = l, ... ,M). m 

• Consider the other direction, i.e., assume that the f E AC [a,b], the m 

claim being that 

l(C) = Jb I If' 11 • a 

Given P E P [a,b], write 

n 
2: 11 f (xi) ... f (xi-l) 11 

i=l 

n M 
= L: r L: 

i=l TIFl 
(£ (x. ) - f (x. )) 2 ] 1/2 

m 1 m 1-l 

n M x. 
f') 2 ]1/2 = L: [ L: (! .1. 

i=l ITFl xi-1 m 

n x. M 
(f I) 2) 1/2 < L: f ;i ( L: - x... m i=l 1-I IIFl 

= fb a 11 f' 11-

Taking the sup of the first tenn over all P then gives 

l(C) ~ ~ 11!' 11 ( ~ l(C)) 

=> 

l(C) = ~ II!' 11. 

8: N. B. Under canonical assumptions, 
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9: RAPPEL Suppose that f E BV [a ,b] -- then for alrrost all x E [a ,b] , 

If' (x) I = T:f [a,x]. 

10: LEMMA Suppose that C is continuous and rectifiable -- then 

s' = I If' 11 
a.lnost everywhere in [a,b]. 

PROOF Since 

I If' 11 ~ s', 

it suffices to show that 

s' ~ I If' 11 · 

Let E0 c [a,b] be the set of x such that f and s are differentiable at x and 

s' (x) > 11!' (x) 11 and fork = 1, 2, ••• , let~ be the set of x E E0 such that 

s(t2) - s(t1) 

t2 - tl 
> 

1 
for all intervals [t1 ,t2] such that x E [t1 ,t2] and 0 < t 2 - t 1 ~ k . So, by 

construction, 
00 

and matters reduce to establishing that V k, A. (E1c) = O. To this end, let s > 0 

and choose P E P[a,b]: 

n 
L: I l!_<xi) - !_(xi-l) 11 > Tf[a,b] - s. 

i=l 

Expanding P if necessary, it can be assumed without loss of generality that 
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1 0 < x. - x. 1 < -k (i = l, ••• ,n). 
l l- -

For each i, either [x. 
1

,x.] n R ':f )1 and then 
i... l -k. 

or [x. 1 ,x.] n R = )1 and then 
J.- l -k. 

Consequently 

n 
= L: (s~x.) - s(x. 

1
)) (s(x

0
) = s(a) = O) 

i=l l i-

=> 

11: THEOREM Suppose that C is continuous and rectifiable. Assume: M > 1 --

then the M-dimensional Lebesgue rreasure of [C] is equal to O. 

12: NarATION let 

C <-> f: [a,b] + ~ 

be a continuous curve. Given ~ E [C], let N(f;~ be the number of points x E [a,b] 

(finite or infinite) such that f (x) = ~ and let N (!_;-·-) = 0 in the complenent 

RM - [C] of [C]. 



13: THEOREM 

6. 

1 
l(C) = f ~ N(!_;-)d.H • 

[Note: tt1 is the 1-dirrensional Hausdorff outer measure in RM and 

i.e. I 

rf- ( [C]) ::: l (C) 

and it can happen that 

H
1 ( [C]) < l(C) .] 

14: N.B. If !_is one-to-one, then 

N(!_;-) = X[C] 

and when this is so, 
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§3. EQUIVALENCES 

In what follows, by interval we shall understand a finite closed interval c R. 

[Note: If I ,J are intervals and if 3I = {a,b}, dJ = {c ,d}, then the agree-

ment is that a horreomorphisrn ¢:I-+ J is sense preserving, i.e., sends a to-c arid 

b to d.] 

1: DEFINITION Suppose given intervals I,J, and curves f:I + RM, g:J -+ ~ -

then f and g are said to be I.ebesgue equivalent if there exists a horneorrorphism 

¢:I -+ J such that f = g o cp. 

2: LEMMA If 

!_: [a,b] -+ RM 

g: [a,b] -+ RM 

are Lebesgue equivalent and if 

c <-> f 

D <-> 9:_, 

then 

l(C) = l(D). 

PROOF The homeomorphism ¢: [a,b] -+ [c,d] induces a bijection 

P[a,b] + P[c,d] 

p + Q. 

Therefore 

n 
l ( C) = sup L: I I!_ (xi) - i (xi-1) I I 

PEP[a,b] i=l 
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n 
= sup l: 11~ ( <P (xi)) .... g ( <P(xi·-l)) 11 

PEP [a,b] i=l 

n 
= sup l: I lg(yi) - 9:_(Yi-l) 11 

QEP[c,d] i=l 

= l(D). 

3: M M DEFINITION Suppose given intervals I,J and cw:ves ~:I -+ R , ~:J -+ R --

then f and 9:. are said to be Frechet equivalent if for every E: > 0 there exists a 

lDmeonorphism ¢:I -+ J such that 

IJi(x) - ~(cp(x)) 11 < E: (x EI). 

4: REL'\1ARK It is clear that two I.ebesgue equivalent curves are Frechet 

equivalent but two Frechet equivalent curves need not be Lebesgue equivalent. 

5: LEMMA If 

are Frechet equivalent and if 

then 

!_: [a,b] -+ RM 

9:_: [a,b] -+ RM 

c <-> f 

l(C) = l(D). 

PROOF For each n = 1,2, ••• , there is a homearrorphism <P :[a,b] -+ [c,d] such 
n 

that V x E [a,b], 

I ~ f (x) - g ( <P (x) ) I I - - n 
1 

< - • n 
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Put f = g 0 ¢,hence f is Lebesgue equivalent tog (viz. g 0 <P =go¢ ••• ), 
-n- n -n - n- n 

thus if 

then from the above 

But V x E [a,b] , 

i.e. , f -+ f };X:)intwise, so 
-n -

Analogously 

Therefore 

C <~> f , D <~> _g, n -n 

l(C) = l(D). n 

11 i. (x) - !n (x) 11 < ~ 

l(C) < lim inf l(C ) 
·- n n -+ oo 

= lim inf l(D) 
n -+ oo 

= l(D). 

l (D) :'.: l ( C) • 

l(C) = l(D). 
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§4 •• FRECHET VTSTANCE 

Let 

C ~> f: [a,b] + R"M 

D <-> 9:_: [a,b] + ~ 

be two continuous curves. 

1: NOI'ATION H is the set of all homeomorphisms ¢: [a,b] + [c,d] (¢(a) = c, 

¢(b) = d). 

Given cp E H, the expression 

11! (x) - 9:. ( ¢ (x) ) 11 (a ~ x ~ b) 

has an absolute maximum M(f,g;¢). 

2: DEFINITION The Frechet distance between c and D, denoted I IC,D 11 1 is 

inf M (f ,g; ¢) • 
¢EH --

[Note: In other words, I IC,D 11 is the infi.murn of all numbers E ~ 0 with the 

property that there exists a hamearorphism cp E H such that 

I l!_(x) - g(cp (x)) 11 ~ E 

for all x E [a,b].] 

3:. N.B. If I IC,D 11 < EL, then there exists a cp E H such that 

M (f,9:.i ¢) < E. 

4: LEMMA Let C, Dr c0 be continuous curves -- then 

(i) I lc,DI I > o; 
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(ii) I IC ,D 11 = 11° ,c 11 ; 

(iii) J IC,D 11 ::: 11c,c0 11 + I lco,D 11; 

(iv) I IC,D 11 = O iff c and D are Frechet equivalent. 

Therefore the Frechet distance is a premetric on the set of all continuous 

curves with values in ~. 

5: THEOREM I.et 

C <-> f :[a ,b] + ~ (n = 1,2, ••. ) n n n n 

C <-> f: (a,b] + ~ 

be continuous curves. Assume: 

Then 

l(C) < lim inf l(C ). - n n + co 

PROOF For every n, there is a homeorrorphism 

such that for all x E [a,b], 

I.et 

D <-> f 0 ¢ : [a,b] -+ Jf1• n n n 

Then pointwise 

=> 
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l(e) < lim inf l(D ). - n n + oo 

l(e) < lim inf l(e ). - n n + oo 

In the set of continuous curves, intrcxluce an equivalence relation by stip

ulating that e and D are equivalent provided e and D are Frechet equivalent. The 

resulting set 

then 

of equivalence classes is then a metric space: If 

- {e} E ~ 

{D} E ~' 

I I { e} , {D} I I :::: 11 e, D II • 

6: N.B. If e, e• are Frechet equivalent and if D, D' are Frechet equiv-

alent, then 

I le,n! I < I le,e• 11 + I le' ,Df I 
< I !e• ,nl I < lie' ,n• II + I In' ,n! I - -

= I le' ,n' 11 

and in reverse 

I le' ,n' 11 < ] je,nl 1. -
So 

I le,n 11 == I le' ,D' I \. 
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§5. THE REPRESENTATION THEOREM 

Assume: 

C <-> !_: [a,b] -+ ~ 

is a curve which is continuous and rectifiable. 

1: THEOREM There exists a continuous curve 

D <-> ~: {c,d] -+ ~ 

with the property that 

l(D) == l(C) (< + oo) 

and 

l (D) = ~ I 11g1 11, 

where g1 , ... ,gM are absolutely continuous and in addition f and~ are Frechet 

equivalent. 

Tak.e l(C) > 0 and define g via the following procedure. In the first place, 

the danain [c,d] of g is going to be the interval [O,l(C)]. This said, note that 

s(x) is constant in an interval [a,S] iff f(x) is constant there as well. Next, 

for each point s0 (0 S s 0 S l(C)) there is a maximal interval a. s x s f3 

(a ::: a. s S s b) with s (x) = s 0 • Definition: g (s0) = f (x} (a. S x :: S) • 

2: LEl\1MA. 

g(s
0
-) = g(s0} (O < s

0 
::: l(C)) 

g(s0+) = g(s0) (Os s 0 < l(C)). 
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Therefore 

9:_: [c ,d] + it"1 

is a continuous curve. 

3: SUBLEMMA SupJ;X>se that <J>n: l_A,B] + [C,D] (n = 1,2, ••• ) converges 

unifonnly to <J>: [A,B] -+ [C,D]. I.et <P: [C,D] -+ rtl\iJ. be a continuous function -- then 

<P o ~ converges unifonnly to <P o <J>. n 

PROOF Since <P is unifonnl y continuous, given £ > 0, 3 8 > 0 such that 

ju - v] < o =:;;» ] ]<P(u) - 4>(v) 11 < s (u,v E [C.D]). 

Choose N: 

Then 

n > N = > I <Pn (x) - <I> (x) I < cS (x E [A, B] ) • 

4: LEMMA f and g are Frechet equivalent. 

PROOF Approximate s by quasilinear, strictly increasing functions s (x) 
n 

(a ~ x ~ b) with sn (a) = O, sn (b) = l(C) and 

1 I sn (x) - s (x) I < n (n = 1, 2, .•• ) • 

sn: [a,b] -+ [O,l(C)] 

converges unifonnly to 

s:[a,b]-+ [O,l(C)] 

and 

is continuous, so 
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gos -+-gos 
- n -

uniformly in [a,b], thus v s > 0, :i N:n ~ N 

=> I l~Csn (x)) - g (s (x)) 11 < s (a ~ x ~ b) 

or still., 

I If (x) - g (s (x) ) 11 < s (a < x < b) • 
- - n - -

Since the sn are homeorrorphisrns, it follows that f and g are Frechet equivalent. 

5: LEMMA 

0 ~ u < v ~ l(C) 

=> 

I lg(v) - g(u) 11 = v - u 

=> 

I gm (v) - gm (u) I ~ v - u (1 ~ m ~ M) • 

Consequently g
1

, ... ,gM are absolutely continuous (in fact, Lipschitz). 

6: LEMMA 

l(C) = l(D) = f~(D) I lg' 11, 

where 11~1 I < 1. 

So 

o = .e.co) - 1~c0> ·ng· 11 

= f~(D) l - f~(D) ! lg' 11 

= f~(D) (1 - I lg' 11> 

implying thereby that I lg' 11 = 1 alm:>st everywhere. 
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§6. INVUCEV MEASURES 

1: NOI'ATION BO [a,b] is the set of Borel subsets of [a,b]. 

I.et 

be a curve, continuous and rectifiable. 

2: LEMMA The interval function defined by the rule 

[c,d] -+ s (d) - s (c) ( [c,d] c [a,b]) 

can be extended to a measure l1c on BO [a ,b] • 

3: LEMMA For m = 1, ••• ,M, the interval function defined by the rule 

[c ,d] -+ Tf [c ,d] 
m 

( [c,d] c [a,b]) 

can be extended to a measure l\n on BO [a ,b] . 

4: FACT Given S E BO [a,b], 

5: LEMMA For m = 1, ••• ,M, the interval fnnctions defined by the rule 

+ [c,d] -+ Tf [c,d] 
m 

-[c,d] -+ T [c,d] 
f 
m 

can be extended to measures 

on BO[a,b]. 

µ 
m 

( [c,d] c [a,b]) 
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6 : NarATION Put 

+ -vm = µm - µm (m = 1, ... ,M). 

[Thus v is a countably additive, totally finite set function on BO [a,b].] m 

7: RECOVERY PRINCIPLE For any S E BO [a ,b] , 

where the supremum is taken over all partitions P of S into disjoint Borel measur-

able sets E. 

8: + -
FACT The set functions µm' µm' µm' vm are absolutely'corrtinuolfs w.r.t. 

9: NarATION The corresponding Radon-Nik.odym derivatives are denoted by 

dµ 
- m B =
m dµc 

10: CONVENTION The tenn alnost everywhere (or measure 0) will refer to 

the measure space 

([a,b], BO[a,b], µc). 
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11: FACT 

and (m = 1, ••• ,M) 

a.1.rrost everywhere. 

12: NorATION Let 

[Note: By definition, 

2 2 1/2 
11 ~ Cx) I I = c e1 Cx) + · • · + ~ Cx) ) • 1 

13 a . l' .,,...i-i... al f . M M 1 : NDrATI iN Given a inear OJ.. wl.ogon trans onnation A.: R + R , et 

C = A.C. 

14: N.B. 

15: LEMMA 

16: APPLICATION 

alm::>st everywhere. 

[Differentiate the preceding relation w.r.t. µ_ = µc.I 
c 



17: LEMMA 

alnost everywhere, so 

alm:::>st everywhere. 

18: THEOREM 

almost everywhere. 

4. 

I G I < 1 (rn = 1, ••• ,M) 
rn 

11~1 I < M
1

/
2 

1101 I = i 

PROOF let 0 < o < 1 and let 

Then 

But 

Therefore 

s = {x: 11 e (x) 11 < i - o}. 

M 
µc(S) =sup L { L v (E) 2}1/ 2 • 

{P} EEP m=l rn 
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Since 

S = Jl E, 

it follows that 

Taking the supremum over the P then implies that 

µc(s) ~ (1 - a)µc(s), 

thus µc (S) = O and 11 G(x) 11 ~ 1 almost eve:cywhere (let a = ~, ~, ... ). To derive 

a contradiction, take M ~ 2 and sup:fX)se that 11 e (x) 11 ?. 1 + o > 1 on some set T 

such that µC(T) > O -- then for some vector 

the set 

G(x) 

T (§_) = {x E T: 11 TI~ (x) 11 - E; 11 K r? 
has measure µC (T (~) ) > 0 (see below) . Let 

be unit vectors such that 
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A= 

'Mi I • • • 1 \-11:~ 

is an orthogonal matrix. Viewing A as a linear orthogonal transfonnation, fonn 

as a.lx:>ve C = /i.C, hence 

On T(s), 

< 1101 I ~ 
M 

<Ml/2~<M~=~ 
- 2 - 2 M ' M M 

while 

=> 

0 0 
> (1 + o) - (M - 1) - = 1 + - . M M 

However 

so we have a contradiction. 



7. 

19: N. B. I.et {.; :n E N} be a dense subset 
- -- n the unit sphere U (M) in 

~ (thus V n, 11.; 11 = 1). Given a point x ET, pass to 
n 

8(x) 

I I ~ (x) I I E U (M) • 

Then there exists a .; : 
n x 

8(x) 

11 I I~ (x) 11 - .;nx 11 

a point in the ~ - neighborhood of 
M 

in U (M) • Therefore 

=> 

=> 3 n: 

Q_(x) 

I le<x) 11 

00 

T = U T(~ ) 
n n=l -

00 
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§7. TWO THEOREMS 

I.et 

C <-> f: [a,b] -+ r(il 

be a curve, continuous and rectifiable. 

I.et P E Pfa,b], say 

P:a = x0 < x1 < ••• < xn = b. 

1: DEFINITION I.et i = l, •.• ,n and form= l, •.• ,M let 

f (x.) - f (x. 
1

) 
m i m i-n (x;P) = 

m u,... ( [x. 
1
,x.]) ·-c i- 1. 

T\n(x;P) = O, 

where x. 1 < x < x. if µC([x. 1 ,x.]) = O. 
1.- 1. 1.- 1. 

2: NorATION 

n(x;P) = (n1 (x;P), ••• ,~(x;P)). 

3: THEOREM 

!~ j je(x) - n (x;P) 112 dµc 

n 
S 2 [l (C) - L: 11! (xi) - f (xi-l) I IJ • 

i=l 

PROOF Given P E P [a,b], let l:' denote a sum over intervals [x. 1- ,x.], where 
]_..-. 1. 

2 
11~ (x;P) 11 =/- 0 and let L:'' denote a sum over what remains. Now compute: 
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~ I l~Cx) - ~(x;P) 11
2 

dµc 

x. 2 
= l:' f x~ I l8(x) - ~(x;P) 11 dµc 

1.·-1 

x. 
+I'' ! 1 

xi-1 

+ l: I I 

2 
1l~Cx)11 dµc 

x. 2 
= l:' f x~ 

1 
[l + I l!J.(x;P) 11 - 2~(x) • !:!_(x;P) ]dµc 

i-

x. 
+ I ' ' J 

1 
1 dµc x. 1 1.-

= I ' [ llc ( [x. 1 , x. ] ) 
1.- 1. 

- I If (xi) - f (xi-1) 11 - 2 
+ ( [ ] ) 1lc ( [x. l 'x. ] ) µc x. 1 ,x. i- i 

1.- 1. 

2 
11! (xi) - !. (xi-1) 11 

- 2 --~----=-=---
llc ( [x. 1 ,x.]) 

5_ l(C) - t;' 

1.- 1. 

2 I Ii (xi) - f (xi-1) I I 
µc ( [x. 1 ,x.]) 

i- 1. 

+ I ' ' 1lc ( [x. l 'x. ]) i- 1. 
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11£ (xi) - f {xi-1) 11 
I !£(xi) - f(xi.-1) 11 (1 - ) µc([x. l,x.]) 

1- 1 

n 
= 2 [l (C) - L: 11 f (x.) - i. (x

1
. _ 1> I ll • 

. 1 - 1 1= 

4: N.B. By definition, µC( [x. 1 ,x.]) is the length of the resb::iction 'Of 
- -- 1- 1 

C to [x. 1 ,x.], i.e., 
1- l 

Moreover 

µc ( [x. 
1

, x. ]} = s (x. ) - s (x. 1) • 
1- l 1 1-



4. 

So, if µc ( [x. 1 ,x.]) = O, then 
1- 1 

to 

=> 

n 

= l: I !!_(xi) - f (xi-1) 11. 
i=l 

.A.bbreviate 

2 
L ([a,b], BO([a,b]), lJc) 

lirn nC-;?) = e. 
I IP 11 -+ o - . 

6: SEWP 

M • c
0 

<-> f
0

: [a,b] -+ R 

is a curve, continuous and rectifiable. 

M 
• ~ <-> fk: [a,b] -+ R (k = 1,2, ••• ) 

is a sequence of curves, continuous and rectifiable. 

Assumption: fk converges unifonnly to f 0 in [a,b] and 

lim l(~) = l(C0) ~ 
k -+ 00 



5. 

7: THEOREM. 

b 
lim V (fk;Q) == l(Sc) (Q E P[a,b]) 

I IQ 11 ..,. o a -

uniformly in k, i.e., \:/ s > O, 3 o > 0 such that 

b 
llQ 11 < o => Iv c~ ;Q) - l<Sc> I < s 

a 

for all k 1,2, ••• ,-or still, 

b 
I IQ 11 < a => lCSc> - v Cfk;Q) :< s 

a -

for all k = 1,2, •••• 

The proof will emerge in the lines to foll.OiN. Start the process by choosing 

o0 > 0 such that 

provided I IP
0

11 < a
0

• Consider a P E P[a,b]: 

with I IP 11 < a
0

• Choose p > 0 such that 

I lfk (c) - fk (d) 11 < 4~ ( [c,d] c [a,b]) 

for all k = O,l,2r .. • .. +- so long as le - di < P ,(equicontinuity). Take a partition 

Q E P[a,b]: 

a=y <y <···<y =b 0 l m 

Subject to 

x. - x. l 
min { p, J.. 2 J.. - } 

i=l.,. ~ ~ ,n 
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Put 

and let k0 be such that 

The preparations corrplete, to minimize technicalities we shall suppose that 

each I. = [Y. 
1

, y. ] is contained in just one I. = [x. 
1

,x. ] and write l: (i) for a 
J J- J 1 1- 1 

sum over all such I. -- then 
J 

b m 
V ( fk; Q) = L: v ( fk; I . ) 
a - j=l - J 

m 

= j,:1 11~ <yjl - ~ <Yj-1l 11 

n 

~ . L: [ [ fk (xi) - fk (xi-1) [ I • 
1=1 -

M 
8: SUBLEMMA I.et A, B, ~' Q_ E R -- then 

[In fact, 

I[~ - ~I [ = [ [~ - c + g_ - !2. + D - B[ [ 

~ I IA - ~I I + 11~ - !2.l I + 11~ - DI I ·J 

Take 

- C = fk(x .. ) 
- 1 

B = f 0 (x. 1). 
- 1-
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Then 

thus 

n 

. L I lfk (xi) - fk (xi-1) 11 
i=l -

E: ---no -no 4 k k 

But 

Therefore 

Thus: v k > k
0

, 

b 

a -



8. 

Finally, for k .5. k0, let yk be chosen so as to ensure that 

b 
!(~) - v (~;Q) < £ 

a -

for all partitions Q with I la 11 < yk. Put now 

0 = min {yl yk ,y}. 
1 k , ••• , . 0 , ••• , 0 . 

Then 

b 
I tQI I < a=> tc~) - v <£k;Q> < £ 

a -

for all k = 1,2, .••• 

Changing the notation (replace Q by P} , V £ > 0, 3 8 > 0 such that 

b 
11 P 11 < 0 => t < ~> - v <£k; P > · < e: 

a~ 

for all k = 1,2,... • Consequently 

b 12 J a I !Gk (x} - nk (x;P} I dµ~ 

b 
= 2[!(~ - V (fk;P}] 

a -

< 2£. 
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§8. LINE INTEGRALS 

Let 

c <-> f: [a,bJ + .rr 
be a curve, continuous and rectifiable. 

SUpI?Ose that 

F: [C] x ~ + R, 

say 

F{x,!:) (x E [C], !:_ E ~). 

1: DEFINITION F is a par~tric integrand if F .is continuous. in {xl't) 

and V K ~ 0, 

2: EXAMPLE Let 

F {~, !:_) = (ti + • • • + ~) 1/2 • 

3: EXAMPLE (M = 2) Let 

F(x1 ,x
2
,t1 ,t2) = x1t 2 - x2t 1 • 

4: N.B. If F is a par~tric integrand, then V x, 

F(x,0 = 0. 

5: RAPPEL 

11011=1 

alm:>st everywhere. 



2. 

6: LEMMA Suppose that F is a parametric integrand -- then the integral 

I (C) :: ~ F (f (x), G(x) )dlJc 

exists. 

PROOF [C] x U (M) is a compact set on whichF is bounded. Since 

Cf (x) , G(x)) E [C] x U(M) 

alrrost everywhere, the frmction 

F (!_ (x) , G(x)) 

is Borel ireasurable and essentially bounded w. r. t. the ireasure 1Jc. Therefore 

b 
I (C) = fa F (!_ (x), ~(x) )dlt 

exists. 

[Note: The requirement "homogeneous of deg:cee l" in t plays no. role in ·the 

course of establishing the existence of I (C). It will, however, be decisive in 

the considerations to follow. ] 

Iet PE P[a,b] and lets· be a point in [x. 1 ,x.] (i = l, •.• ,n). 
1.. 1..- 1.. 

7: THEOREM If F is a parametric integrand, then 

n 
lim .~ F(!_(si), f(xi) - !'_(xi_1)) 

I IP 11 + 0 i=l 

exists and equals I(C), denote it by the syml:x:>l 

and call it the line integral of F along C. 

PROOF Fix e: > 0 and let B(M) be the rmit ball in RM. Put 

~ = sup IF!. 
[C] x B (M) 
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Choose y > 0: 

=> 

Introduce .!}_(x;P) and set 

if x. 1 < x < x. -- then 
1- 1 

b n f (xi) - !_(xi-1) 
J g(x;P)dµc= E F(f(~.), ([ ]) ) µc([x. 1 ,x.]) a . 1 - 1 µc x. 1 ,x. 1- 1 

1= 1- 1 

rrodulo the usual convention if µc ( [xi-l 'xi] ) = O. Recall nON that in L 
2 

( µc) , 

lim ~ (-;P) = 
I IPI I+ 0-

hence n(-;P) converges in measure to 8, so there is a p > 0 such that for all P 

with I IP 11 < P, 

11 e <x> - .!lex; P > 11 < Y 

except on a set SP of measure 

Define a: 
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I.et cS = min (a, p) and let P be any partition with I IP 11 < o -- then 

n 
I(C) - . L: F(f(t;i) ,!_(xi) - f(xi-l)) 

i.=l 

= ~ F(!_(x) ,~(x) )dlt - !~ g(x;P}dµc 

= f~ [F(f(x) ,~(x}) - g(x;P) ]dllc. 

By definition, o _:: p, hence 

I !e(x) - n(x;P) 11 < y 

except in SP, and 

11 £ex> - £ cs. > 11 < Y 
- - J.. 

since 

[x - ~.I< Y (x. 1 < x < x.). 
J.. J..- - - J.. 

To complete the argument, take absolute values: 

n 
jr(c) - .E F(f(si),!_(xi) - !_(xi_1)) I 

J..=l 

:: !~ IFC!_(x) ,8(x)) - g(x;P) ldµc 

= f [a,bJ-sP I •.. jdµc + f SP 1 ••• ldµc. 

• On [a,b] -- SP at an index i, 

jF(f(x) ,8(x)) - g(x;P) I 

= IFC!_(x),8(x)) - F(!_(~i),n(x;P)) I 



5. 

Here, of course, up to a set of measure O, 

Therefore 

Therefore 

8(x) E B(M) and n(x;P) E B(M). 

1 ra,bJ-sp I · • · I dllc S 3tCc> tee> = f · 

jF(f(x) ,G(x))j S ~ 

IF<f csi) ,!J.Cx;P> > 1 s ~-

f SP I • • • I dllc s ~ f s ldit 
p 

So in conclusion, 

s 2e:: 
< 3 + 3 = s { I IP 11 < Ci) 

and 

I(C) = JC F. 

8: N. B. The end result is independent of the choice of the s .. 
~- 1 

THEOREM. f 1 , ••• ,~ E AC[a,b], then for any pararretric integrand F, 



6. 

fc F = ~ F(f1 (x), ••• ,fM(x), fi (x), ••• 1 £M(x) )dx, 

the integral on the right being in the sense of Lebesgue. 

PROOF The absolute continuity of the f implies that m 

1-JcC [c,d]) = ~ I If' I ldx 

for every subinterval [c,d] c [a,b], hence 1t is absolutely continuous w.r.t. 

Lebesgue :rreasure. It is also true that vm is absolutely continuous w.r.t. Lebesgue 

measure. This said, write 

Then 

I (C) = ~ F (f (x) ,G(x)) dµc 

b dµc 
J~ F (!_ (x) , 0 (x) ) dx dx 

.h dµc 
= J~ F (f (x) , 0 (x) dx ) dx, 

v.iilere 

dµc 
ax = 11!.' 11 > o. 

Continuing 

.h dµc dµc 
I(C) = J~ F(f

1 
(x), ••• ,fM(x) ,e1 (x) dx , ••• , Ek(x) dx )dx 

the integrals being in the sense of Lebesgue. 
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I.et 

C <--> f: [a,b] -+ R 

D <:-> g: [c ,d] -+ R 

be curves, continuous and rectifiable. 

10: RAPPEL If c and D are Frechet equivalent, then 

[C] = [D] and l(C) = 1.(D) • 

11: THEOREM If c and D are Frechet equivalent and if F is a parametric 

integrand, then 

PROOF Fix € > 0 and choose 8 > 0: 

• P E P[a,b] & I IP 11 < o => 

n 
Ir (C) - . L: F(!(~i), f(xi) - f(xi-l)) I < ~ ·• 

i=l 

• Q E P[c,d] & I IQ 11 < o => 

m 
I I (D) - L F (f ( t; . ) ' f (y . ) - f (y . 1)) I < 3€ • 

j=l - J - J - J-

Fix P and Q satisfying these conditions and let k be the number of intervals in 

P and let l be the m:nnber of intervals in Q. Fix y > 0 such that 

when 

I lx1 - ~2 11 < Y (~,~2 E [C] = [D]) 

and 
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Let ¢: [a,b] + [c,d] be a haneorrorphism (¢(a) = c, ¢ (b) = d) such that 

I lf(x) - .[(<P(x)) 11 < y (x E [a,b]). 

Let 

P*:a = x0 <xi< ••• < x~ = b 

be the partition obtained from P by adjoining the images under ¢-l of the partition 

points of Q. Let 

Q* : c = Yo < Yi < • • • < y~ = d 

be the partition obtained from Q by adjoining the images under ¢ of the partition 

points of P. So, by construction, r = s, either one is ::. k + l, and y* = ¢(x*) p p 

(p = 0,1, ... ,q). 

Then 

Choose a point t;, E [x* 1 , x*] and 'WOrk with 
p p- p 

f(s) and g(¢(s )). 
- p - p 

I I ( c) - I (D) I 

Since 

11 P* I I < I Ip I I < cS 

II Q* 11 s. II Q II < a , 
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the first and third tenns are each < ~ • As for the middle tenn, 

and 

11 f (x*) - f (x* ) - g (y*) + g (y* ) 11 
- p - p-1 - p - p-1 

< I If (x~) - ~(~) II + I If (x~l) - g(y~l) 11 

= I If (x*) - g(cf>(x*)) 11 + I If (x* 1) - g(¢(x* l)} 11 -p - p -p- - p-

< Y + Y = 2Y. 

Therefore the middle term is 

And finally 

=> 

=> 

12: SETUP 

< E: q ~ .< ~ 
q 3(k + l) = k + l 3 3 . 

I I ( c) - I (D) I E: E: E: <-+-+-= E: 3 3 3 

I ( C) = I (D) ( t + 0) 

is a curve, continuous and rectifiable. 

M 
• ~ <---> fk:[a,b] + R (k = 1,2, ••• ) 

is a sequence of curves, continuous and rectifiable. 

Assumption: fk converges unifonnly to f 0 in [a,b] and 
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lim l(Sc) = l(C0). 
k + 00 

13: THEOREM 

lim I(Sc} = I(C0} 
k + 00 

or still, 

lim JC. F=fcF. 
k + 00 -k 0 
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§9. QUAST AVVITIVITY 

1: DATA A is a nonempty set, 1 = {I} is a nonempty collection of subsets 

of A, V = {D} is a nonempty collection of nonempty finite collections D = [I] of 

sets I E 1, and o is a real valued function defined on v. 

2: DEFINITIONS The sets I E 1 are called intervals, the collections D E V 

are called systems, and the function o is called a mesh. 

3: ASSUMPTIONS A is a nonempty to:r;ological space, each interval I has 

a nonempty interior, the intervals of each system D are nonoverlapping: Il' I 2 ED, 

Il ":/ I2 

=> 

int I 1 n cl I2 = ~ 

cl I1 n int I 2 = ~. 

4 : ASSUMPTION For each system D, 0 < o (D) < + oo, and each e: > 0, there 

are systems with o(D) < s. 

5: REMARK In the presence of 8, one is able to convert V into a directed 

set with direction "> >"by defining D2 > > Dl iff o(D2) < o(D1). 

6: EXAiviPLE Take A= [a,b] and let I = {I} be the collection of all closed. 

subintervals of Ia,b]. Take for V the class of all partitions D of [a,b], i.e., 

V = P[a,b], and let 6(D) be the norm of D. 

[Note: Strictly speaking, an element of p[a,b] is a finite set P = {x0 , ••• ,xn}, 

where 
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the associated element D in V being the set 

[x. 1 ,x.] (i = l, ... ,n) .] 
1- 1 

7: DEFlli'ITION An interval function is a function ¢:1 +RM. 

[Note: Associated with <P axe the interval functions 11 ¢ I \ , as well as 

<P+ 
m 

(m = 1, ... ,M) • ] 

8: NorATION Given an interval function <P, a subset S c A, and a system 

D = [I], put 

E[¢,S,D] = Es(I,S)¢(I), 
I 

where L: ranges over all I E D and s (I,S) = 1 or O depending on whet.her I c s or 
I 

I /:. S. 

[Note: Tak.e for S the empty set f5 -- then I c f5 is inadmissible (I has a 

nonempty interior) and I /.. ¢ gives rise to zero. Therefore 

1:(¢,¢,D] = O.] 

9: N.B. The absolute situation is 'When S = A, thus in this case, 

L: [¢,A,D] L: [¢ ,D] = L:¢ (I) • 
I 

10: DEFlli'ITION Given an interval fnnction ¢ and a subset S c A, the 

BC-integral of ¢ over S is 

lim L: .[¢ ,S ,DJ_ 
o(D) + 0 
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provided the limit exists in rf1. 
[Note: B = Burkill and C = Cesari. ] 

11: NDrATION The BC-integral of ¢ over s is denoted by 

12: EXAMPLE 

13: DEFINITION An interval function ¢ is quasi additive on S if for each 

e: > 0 there exists n(e:,S) > 0 such that if D0 = II0] is any system subject to 

o(D0) < n(e:,S) there also exists A.(e:,s,D0) > O such that for every system D = [I] 

with o(D) < A.(e:,S,D0), the relations 

obtain. 

14: N.B. In the absolute situation, matters read as follows: An interval 

function¢ is quasi additive if for each e: > 0 there exists n(c) > 0 such that if 

DO= [I0] is any system subject to a(D0) < n(e:) there exists A.(c,D0) > 0 such that 

for every system D =[I] with u(D) < \(e:,D0), the relations 
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obtain. 

[Note: The sum 

is over all I ED, I /:. I 0 for any I
0 

E o
0
.] 

So, under the preceding conditions, 

=> 

15: THEOREM: If cj> is quasi additive on S, then 

exists. 

PROOF To simplify the combinatorics, take S = A. Given c > 0, let r(. c) , D 
0

, 

A.(s,D
0

) be per qa
1

-A, qa
2
-A and supp:>se that o

1
,o

2 
E V, where 
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Then 

=> 

Therefore BC JA ¢exists. 

16: REMARK 

• If the <Pm (m = l, ••• ,M) are quasi additive, then¢ is quasi additive. 

• If the l<Pm I (m = 1, ••• ,M) are quasi additive, then I l<P 11 is quasi 

additive. 

17: DEFINITION A real valued interval function 1JJ is quasi subadditive on 

S if for each s > O there exists n(s,S) > O such that if D0 = [I0] is any system 

subject to 8(D0) < n(s,S) there also exists A.(s,s,D0) > Osuch that for every 

system D = [I] with cS(D) < A.(s,S,D0) the relation 

obtains. 

18: N.B. In the absolute situation, matters read as follows~ 

19: LElYlMA If 1JJ:V + R>O is nonnegative and quasi subadditive on S, then 
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exists ( + oo is a pennissible value) • 

20: THEOREM If lj;:I +-R>O is nonnegative and quasi subadditive on s and 

is finite, then 1/J is quasi additive on s. 

PROOF To simplify the canbinatorics, take S A. Since 

exists and is finite, given s > 0 there is a number µ(s) > O such that for any 

D
0 

= [I
0
J E v with o (D

0
) < µ (s), we have 

where l: is a sum ranging over all I
0 

E D
0

• Now choose D
0 

in such a way that 
IO 

a(D0) < rnin{µ(s),n(s/6) }, 

take 

A. 1 (E:) = min{µ(£) , A. (c/6 ,D
0

) } , 

and consider any system D =[I] with o(D) <A.'. Since 1J; is quasi subadditive, 

- € 
l: [ E 1jJ (I) - 1jJ (I

0
) ] < 6 . 

Io Ic:Io 

On the other hand, 

IBC !A 1/J - L 1/J(I) I < c . 
I 

Denote by L:' a sum over all I E D with I I I 0 for any r 0 E D0 -- then 



= [E ~(I) - BC !A W] 
I 

s s s 
S 3 + T+ 2 6 = tt:. 

7. 

The requirements for quasi additivity are thus met. 

21: THEOREM Suppos= that ¢: 1 -+ ~ is quasi additive on s -- then 

I l<P 11: 1 -+ R>O is quasi subadditive on s. 

PROOF Fix E: > O, take S =A, and in the notation above, introduce n(s), 

D0 = [I0], A(s,D0), D = [I] ~-then the objective is to show that 

To this end, let 

Then 
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= l: ll<P(I) 11. 
IcI

0 

Meanwhile 

=> 

=> 

=> 

< £, 

<P being quasi additive. 

22: APPLICA.TIQ..\I If <P: I + ~ is quasi additive, then the interval functions 
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I + I ctm (I) I (m = 1, ••• ,M) 

are quasi subadditive. 

and 

[In fact, the quasi additivity of <j> implies the quasi additivity of the ¢. m 

[Note: 

23: 

It is also true that <ft, cp - are quasi subaddi ti ve. ] m m 

LEMMA If <j>:I + RM is quasi additive on S and if 

then <j> is quasi additive on every subset S' c S. 

PROOF First of all, I I <j> 11 is quasi subaddi ti ve on S, hence also on S' • 

Therefore 

BC 15 , 11<1> 11 

exists and 

BC 15 , ll<Pl I.:: BC ! 8 ll<1>ll < + 001 

from which it follows that I I <j> 11 is quasi additive on S' . Given s > 0, detennine 

the parameters in the definition of quasi additive in such a way that the relevant 

relations are s:Unultaneously satisfied per <j> on S and per 11<1> 11 on S', hence 

and 

2: s(I,S') [l - L: s(I,I0)s(r0,s')] I l<PCI) 11 < s. 
I r

0 
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Therefore cp is quasi additive on s 1 
• 

24: APPLICATION If ¢:I-+ rf'1 is quasi additive and if 

then cp is quasi additive on every subset of A. 

Here is a summary of certain fundamental p::>ints of this §. Work with cp and 

11 <P 11 • 

• Suppose that 11 cp 11 is quasi subaddi ti ve on S and 

BC f s 11 cp 11 < + 00
• 

Then 11 <P I I is quasi additive on S. 

• SUpp:>se that cp is quasi additive on S -- then 11 cp 11 is quasi sub-

additive on S. 

So: If cp is quasi additive on S AND if 

then 11 <P I I is quasi additive on S. 

[Note: It is not true in general that I l<P 11 quasi additive implies cp quasi 

additive.] 

25: EXAMPLE Take A= [a,b] and let I, V, and o be as at the beginning. 

Given a continuous curve 

M c <-~ !_: [a,b] -+ R , 

define a quasi additive interval function ¢:I -+ RM by the rule 

¢(I)= (¢1 (I), ••• ,¢M(I)) 

= (f1 (d) - (c), ••• ,~(d) - fM{c)), 
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where I = [c,d] c [a,b], thus 

I l<PCI) 11 = I lf(d) - f (c) 11, 

so if P E P [a ,b] corresi;:onds to 

then 

=> 

D <-> { [x. 1 ,x.] :i = 1, ... ,n}, 
J.- 1 

n 
l: I l<P(I) 11 = l: l !f(xi) - f(xi-l) 11 

IED i=l 

BC J A 11<P11 = lim ~ 11 <P (I) 11 
o (D) -+ 0 Iffi 

n 
= lim 

!IP 11 ->- 0 
l: I If (x.) - !_(xi-l) 11 

i=l - l. 

= l(C). 

Therefore C is rectifiable if f 

And when this is the case, 11 <P 11 is quasi additive on A. 

[Note: A priori, 

n 
l(C) = sup l: I l!_(xi) - !_(xi-l) 11. 

PEP[a,b] i=l 

But here, thanks to the continuity of f, the sup can be replaced by lim.] 

26: EXAMPLE Take A= [a,b] and let I and V be as above. Supi;:ose that 

C <-~ !_: [a,b] ->- ~ 

is a rectifiable curve, J?Otentially discontinuous. 

• Given a ~ x 0 < b, put 

s + (x0) = lim sup I l!_(x) - _f (x0> 11 

x+x0 
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+ and let s (b) = 0. 

• Given a < x0 ~ b, put 

s - (x0) = lim sup I If (x) - !_(x
0

) 11 
xtx

0 

and let s - (a) = 0. Combine the data and set 

+ -s(x) = s (x) + s (x) (a ~ x ~ b). 

Then s(x) is zero everywhere save for at most countably many x and 

cr = l: s(x) ~ i(C). 
x 

Take <P as above and define a mesh 8 by the rule 

n 
o (D) = I IP 11 + cr - E s (x.) • 

. 0 1. i= 

One can then show that <P is quasi additive and 

27: NorATION Given a quasi additive interval function <P, let 

V[¢,S] = sup L: [I l<P 11,s,D]. 
DEV 

28 ~ N.B. By definition, 

BC f s 11 cp 11 = lim z: r! I <P 11,s ,DJ ' 
cS (D) + 0 

so 

BC f s I l<P 11 ~ V[</>,S] 

and strict inequality may hold. 
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29: LEMMA Given a quasi additive <P and a subset S c A, su;ppose that 

for every e: > o and any n0 = [I0] there exists A.(e:,s,n0) > o such that for every 

system D = [I] with o(D) < A.(e:,S,D0) the relation 

obtains - then 



1. 

§10. LINE INTEGRALS (bis) 

Through out this §, the situation will be absolute, where A= [a,b] and 

I, V, and cS have their usual connotations. 

If 

C <-> !_: [a,b] -+ RM 

is a curve, continuous and rectifiable, then 

And if F is a parametric integrand, then 

f F= lim 
c I IP 11 -+ 0 

n 
E F(f(~.) ,f(x.) - !_(x

1
._1)) 

i=l - 1 - 1 

exists, the result being independent of the ~ .• 
1 

1: ~. B. Recall the procedure: Introduce the integral 

I(C) = ~ F(!_(x),.§_(x))dµc 

and prove that 
n 

lim 
I IP 11 -+ 0 

.E F(f(~i),!_(xi) - !_(xi_1)) 
1=1 

exists and equals I(C), the result being denoted by the symbol. 

and called the line integral of F along C. 

There is another approach to all this which does not use measure theory. 

Thus define an interval function <P:I -+ R by the prescription 

<P(I;~) = F(f(~),¢(I)), 



2. 

where s E I is arbitrary. 

[Note: By definition, 

¢(I) = (<11_ (I), ••• , <tM(I)) 

I being [c,d] c [a,b]. Moreover, ¢ is quasi additive.] 

2: THEOREM <I> is quasi additive. 

Admit the contention -- then 

lim 2: <I> (Ii s) 
cS (D) -+ 0 IED 

n 
= lim 2: F (!_ (~) , f (xi) - f (xi-l)) 

I IPI I -+ 0 i=l. 

exists, call it 

3: N. B. Needless to say, it turns out that 

is independent of the s (this follOiNs by a standard "s/3" argument) (details 

at the end). 

[ Note: This is one advantage of the approach via I (C) in that independence 

is manifest. I 

To simplify matters, it will be best to generalize matters. 

th M · b' . te 1 f . Assume from the outset at ¢:I -+ R is navv an ar. itrary in rva unction 

which is quasi additive with 

(BC) ! A 11 cp 11 < + 00
, 



3. 

hence that I l ¢ I I is also quasi additive as well. 

Introduce another interval function s;: 1 +RN and expand the definition of 

parametric integrand so that 

M F:X x R + R, 

where X c RN is corrpact and c; (I) c X. 

M 4: EXAMPLE To recover the earlier setup, take N = M, keep ¢: 1 + R , 

let w: 1 + [a,b] be a choice function, i.e., suppose that w(I) E I c [a,b], let 

i;(I) = f (w(I)), and take X = [C] c RM. 

5: CONDITION (£';) v t: > 0, 3 t(s) > 0 such that if Do 

system subject to o(D
0

) < t(t:) there also exists T(s,D
0

) such that for any system 

D = [I] with o (D) < T(e:,D
0
), the relation 

max max 11 r; (I) - c; CI
0

) 11 < s 
I

0 
Icr

0 

obtains. 

6: N.B. ONing to the unifo:rm continuity of!_, this condition is autanatic 

in the special case supra. 

7: THEOREM I.et F be a parametric integrand, fonn the interval ftmction 

~:1 + R defined by the prescription 

~(I)= F(~(I),~(I)), 

and irnp::>se condition (£;) -- then ~ is quasi additive. 

The proof will emerge fran the discussion below but there are some preliminaries 

that have to be dealt with first. 



4. 

Start by writing down simultaneously (qa1 -A) and (qa2-A) for ¢ and 11 ¢ I I 

(both are quasi additive),£ to be deter.mined. 

-< £ 

L 11 <P (I) 11 
-< E: 

Ifio 

-< €; 

L I l I <P (I) 11 I 
I/IO 

-
< £ 

for o{D0) < n{s) and o(D) < A{s,D0) and in addition 

I L 11 <P (I) 11 - BC f A 11 <P 11 I < £ 
IED 

for o(D) < cr(8). 

Fix s > O. Put 

V = BC f A 11¢11 ( < + oo) • 

• (F) X x U (M) is a canpact set on which F is bounded: 

jF(x,t) I ~ C (x E X, t E U (M)) 

and unifo:r:ml y continuous: 3 y such that 

- I Ix - x' 11 
< y => IFCx,t) - F(x' <!:'>I < 3 (~+E:) • 

llt - t' 11 



5. 

• (a) 

but 0 othe:rwise and 

a(I) = 11:m 11 if cjl(I) 'f 0 

but 0 otherwise. 

8: NarATION Denote by 

the sum over the I c r
0 

for which 

I la.<1
0> - a.Cr> 11 ~ Y 

and denote by 

the sum over the I c r0 for which 

1 la<Io) - a(I) 11 < y. 

Therefore 
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PROOF The inequality 

implies that 

= (a(I
0

) - a(I)) • (a(I
0

) - a(I)) 

2 2 = I la(I0) 11 - 2a(I0) • a(I) + 1 la(I) 11 

= 2 - 2a(I
0

) • a(I), 

so 

2 
Y
2 

~ 1 - a(I0) • a(I) 

=> 

2 
y
2 

I I¢ (I) I I S I I ¢ (I) I I - a (I 
0

) • ¢ (I) • 

But for any I, 

o s 11 ¢(I) 11 - a (I
0

) • ¢(I). 

Proof: In fact, 

cp (IO) • cp (I) 

11 <P (r > 11 - 11 <t> (ro > I I 



7. 

Now quote Schwarz 1 s inequality. Thus we may write 

(I ) 
.::: r.y+ 0 

c 11 ¢ (I) - a. CI0) • ¢ (I)} 11 

11 ¢<I> II - I l ¢ CI0 > 11 I 

+ 11¢ (I
0

) - l: ¢(I) 11 (Schwarz). 
IcIO 

To finish, sum over I 0• 

• (D 
0

) Assume 

o(D0) < min{t(y),n(s),n(sy2)}. 

• (D) Assume 

• (s) Assume 

2 - . s sy 
s < nun { Y' 3C' 24C } • 

Then 
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IF(s (I) ,a(I)) - F(s (I
0

) ,a(I
0

)) I 11¢ (I) 11 

First: 

< c 2: I 2: I I¢ (I) 11 - 11 ¢ (I0> 11 
I

0 
Icr

0 



Here 

9. 

- E: E: 
< CE: < C 3C = 3 . 

Second: Consider 

I la<I0) 11 = 1, I la(I) 11 = 1, I la<I0) - a~CI) 11 < y, 

lls<Io) - i';(I>ll < y 

=> 

The entity in question is thus majorized by 

Third: 

3 (V+c:) 

< E: E: 
- 3(V+c:) (V + s) = 3 . 

(IO) 
2: 2: + IF<r;CI0 ),a(I0 )) - F(r;(I),a(I)) I I l<PCI) 11 

I y 
0 

l: 11 cp (I) - cJ> CI0> 11 
IcI 

0 



In total then: 

And finally 

4C - -
~ 2 (E: + E:) 

y 

SC -
= 2 E: 

y 

10. 

= E:. 

= L I F(1:;(I),¢(I)) I 
I,¢IO 

= 2: l:F (1:; (I) ,a (I)) I 11¢ (I) 11 
I,stI

0 

~ c L 11¢ (I) 11 
rµo 

- E: E: 
<Cc: < C 3C = 3 <~c:. 

Therefore <I> is quasi additive. And since the conditions on F carry over to 

\ F \ , it follows that I I <I> I I is also quasi additive, hence 

exists and is finite. 

'lb tie up one loose end, return to the beginning and consider the line 

integrals 

(~) fc F, <~') fc F, 
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the claim being that they are equal. That this is so can be seen by writing 

n 
- E F(f(si),f(xi) - f(xi_1 >> 

n 
+ .E F(f<si),f(xi) - f(xi_1>> - (s'>fc Fl 

1=1 

and proceed from here in the obvious way. 

10: EXAMPLE Take N = 1, M = 1 and define an interval function I ... I : 1 -+ R 

by sending I to its length \I j. Fix a choice function w: 1 -+ [a,b]. Consider 

a curve 

C <-;:>- f: [a,b] -+ R. 

Assume: f is continuous and of botmded variation, thus 

Work with the paranetric integrand F(x,t) = xt -- then the data 

I -+ F (l; (I) , I I I) 

= F(f(w(I)), lrl> 

= f(W(I)) III 



leads to sums of the f onn 

hence to 

the Riemann integral of f. 

12. 

n 
~ f(~.) (x. - x. 1), 

. 1 1 1 1-1= 




