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INVERSE SCATTERING FOR CRITICAL SEMILINEAR WAVE EQUATIONS

ANTÔNIO SÁ BARRETO, GUNTHER UHLMANN, AND YIRAN WANG
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Abstract. We show that the scattering operator for defocusing energy critical semilinear wave
equations �u+ f(u) = 0, f ∈ C∞(R) and f ∼ u5, in three space dimensions, determines f .
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1. Introduction

We consider the following question: Given a nonlinear wave equation for which there is a well
defined scattering operator, even if for only small data, what information about the equation can
be extracted from its scattering operator? The similar question for linear equations has been very
well studied, even though there are many important unanswered questions, see for example the
surveys [47, 48] and references cited there for a general discussion about linear inverse scattering
problems, but there seems to be relatively few results for nonlinear inverse scattering problems,
see for example [12, 19, 30, 31] and references cited there.

Key words and phrases. Nonlinear wave equations, radiation fields, scattering, inverse scattering. AMS mathe-
matics subject classification: 35P25 and 58J50.
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We study inverse scattering for semilinear wave equations of the form
(
∂2t −∆

)
u+ f(u) = 0, (t, x) ∈ (0,∞)× R

3,

u(0, x) = ϕ(x), ∂tu(0, x) = ψ(x),
(1.1)

where ∆ =
∑3

j=1 ∂
2
xj

is the negative Euclidean Laplacian. The nonlinear term is of the form

f(u) = uh(u), so one can think of h(u) as a nonlinear potential. The problem is, given f(u) such
that the scattering operator is well defined, can one determine f(u) from the scattering operator?

We shall focus our attention to the case where (1.1) has global solution for arbitrary finite energy
data and a well defined global scattering operator. This occurs when f(u) ∼ u5 as |u| ր ∞ or
|u| ց 0 – see the precise assumptions H.1 to H.4 below. Under these conditions, the existence
and uniqueness of global solutions to (1.1) was established in a series of papers by several authors,
beginning with the work of Strauss [46], Rauch [32], Struwe [46] and Grillakis [22], and finally
Shatah and Struwe [42, 43] established the global existence and uniqueness of weak solutions in
the space Xloc(R,R

3) defined in (2.5) below. These became known as the Shatah-Struwe solutions.
Masmoudi and Planchon [27] have relaxed the necessary condition for uniqueness, but uniqueness
is not known for other possible weak solutions with finite energy. Bahouri and Gérard [2] proved
asymptotic completeness for the Shatah-Struwe solutions and defined the semilinear scattering
operator.

The problem of determining a linear potential from the scattering operator has a very long
history beginning with the work of Faddeev [15]. In the case of time dependent potentials this
problem was considered by Stefanov [45]. Morawetz and Strauss [30] studied the inverse scattering
problem for the Klein-Gordon equation and proved that, under certain conditions, the scattering
operator determines a real analytic potential f(u) = uh(u). Bachelot [1] extended their results
to the case where the potential is of the form f(x, u), which is real analytic in u. Carles and
Gallagher [12] proved results similar to the ones by Morawetz and Stauss for the several dispersive
equations, including the nonlinear Schrödinger, wave and Klein Gordon equation with critical
nonlinearities. Furuya [19] has recently studied the related problem, also for the real analytic
nonlinearities, but on the frequency side, for the Helmholtz equation. Pausader and Strauss [31]
studied inverse scattering for the fourth-order nonlinear wave equation, or the Bretherton equation.
Sasaki studied inverse scattering for Hartree equation [40] and for the Schrödinger equation with
the Yukawa potential [41]. The common point of these papers is that the scattering operator in
these settings is analytic, see for example Definition 1.1 of [12], for an explanation.

In the case discussed here the potential is not real analytic. The novelty is that we use microlocal
analysis methods to study the propagation of singularities generated by the interaction of semilinear
conormal waves to show that, under hypothesis H.1 to H.4 and B.1 below, the scattering operator
uniquely determines f(u) fo all u ∈ R. Kurylev, Lassas and Uhlmann [24] were the first to use
singularities generated by the interaction of nonlinear conormal waves to study inverse problems
for nonlinear wave equations.

2. Preliminaries

The scattering operator for the semilinear equation (1.1) is defined by comparing the asymptotic
behavior of the Shatah-Struwe of solutions of (1.1) to the asymptotic behavior of solutions of the
Cauchy problem for the linear wave equation

(
∂2t −∆

)
v(t, x) = 0,

v(0, x) = ϕ(x), ∂tv(0, x) = ψ(x).
(2.1)



INVERSE SCATTERING FOR SEMILINEAR WAVE EQUATIONS 3

Both equations (1.1) and (2.1) have conserved energies. The energy form of the solution of the
linear wave equation (2.1) is given by

(2.2) E0(v, ∂tv)(t) =
1

2

∫

R3

(
|∂tv(t, x)|

2 + |∇xv(t, x)|
2
)
dx,

while the energy form of the solution of the semilinear wave equation (1.1), is given by

E(u, ∂tu)(t) =
1

2

∫

R3

(
|∂tu(t, x)|

2 + |∇xu(t, x)|
2 + F (u(t, x)

)
dx,

where F (u) =

∫ u

0
f(s)ds,

(2.3)

and in both cases we have

E0(v, ∂tv)(t) = E0(v, ∂tv)(0),

E(u, ∂tu)(t) = E(u, ∂tu)(0).
(2.4)

One has to make some assumptions on f(u) so that one can define a scattering operator for
(1.1). As in [2, 4, 42], we shall assume that f(u) satisfies the following hypothesis:

H1. f(u) = uh(u), h is even (or h(u) = h0(u
2)) and 1

C
|u|4 ≤ |h(u)| ≤ C|u|4 for all u ∈ R.

H2. uf ′(u) ∼ f(u) as |u| ր ∞ and as |u| ց 0.

H3. The function F (u) =

∫ u

0
f(s)ds is convex.

H4. There exit Cj > 0 such that |f (j)(u)| ≤ Cj |u|
5−j , 0 ≤ j ≤ 5.

To be able to solve the inverse problem, we will add the following assumption:

B1. f(u) is such that f (4)(u) = 0 if and only if u = 0.

For example, f(u) = u5, satisfies B.1, and in general perturbation of f(u) = u5 such that

f (4)(u) = Cu(1 + Z(u)), C > 0, Z(u) even, |Z(u)| < 1, and f (j)(0) = 0, j = 0, 1, 2, 3, then f(u)
satisfies H.1 to H.4 and B.1.

Under assumptions H.1 to H.4 on the function f, Shatah and Struwe [42, 43] and Bahouri and
Gérard [2] examined the well posedness of (1.1) for solutions in the spaces

X(R;R3) = C0(R; Ḣ1(R3)) ∩ C1(R;L2(R3)) ∩ L5(R;L10(R3)), and

Xloc(R;R
3) = C0(R; Ḣ1(R3)) ∩ C1(R;L2(R3)) ∩ L5

loc(R;L
10(R3)),

where

Ḣ1(R3) = {v : ||v||2
Ḣ1 =

∫

R3

|∇zv|
2 dx <∞}, and

Lp(Rt;L
q(R3)) = {u(t, x) : ||u||qLp ;Lq =

∫

R

(∫

R3

|u(t, x)|q dx

) p

q

dt <∞ },

(2.5)

and proved the following:
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Theorem 2.1 (Shatah and Struwe [42], Bahouri and Gérard [2]). Under the conditions H.1 to

H.4, for any (ϕ,ψ) ∈ Ḣ1(R3)× L2(R3), there exists a unique u ∈ X(R;R3) satisfying (1.1).

Shatah and Struwe [42, 43] showed the existence and uniqueness for u ∈ Xloc(R;R
3) and Bahouri

and Gérard [2] showed that in fact such solutions u ∈ X(R;R3). These are known as the Shatah-
Struwe solutions of (1.1).

One of the key points in the proof of Theorem 2.1 is the following Strichartz estimate:

Theorem 2.2 (Ginibre and Velo [20]). Given r ∈ [6,∞), let q satisfy

1

q
+

3

r
=

1

2
.

Then there exists Cr such that for every w(t, z) defined on R× R
3, and for any T,

||w||Lq([0,T ));Lr(R3)) ≤ Cr

(
E0(w, ∂tw)(0) + ||�w||L1([0,T ));L2(R3))

)
.(2.6)

But the usual energy method easily shows that

E0(w, ∂tw)
2(t) =

∫

R3

(
|∇xw(t, x)|

2 + |∂tw(t, x)|
2
)
dx

satisfies

E0(w, ∂tw)(T ) ≤ E0(w, ∂tw)(0) + ||�w||L1([0,T ];L2(R3)),(2.7)

and therefore, for t ∈ [0, T ], we have

||w||Lq([0,T ]);Lr(R3)) + E(w, ∂tw)(T ) ≤ Cr

(
E0(w, ∂tw)(0) + ||�w||L1([0,T ]);L2(R3))

)
,(2.8)

we kept the notation Cr, for a constant which depends only on r.
Bahouri and Gérard [2] proved the asymptotic completeness for solutions to (1.1) and defined the

corresponding scattering operator. They showed that given finite energy Cauchy data (ϕ,ψ), and

if u is the corresponding Shatah-Struwe solution to (1.1), there exist (ϕ±
0 , ψ

±
0 ) ∈ L2(R3)× Ḣ1(R3)

such that if v±(t, x) are the solutions of the Cauchy problem for the linear wave equation (2.1)
with initial data (ϕ±

0 , ψ
±
0 ), then

lim
t→∞

E0(v
+(t)− u(t), ∂t(v

+(t)− u(t))) = 0,

lim
t→−∞

E0(v
−(t)− u(t), ∂t(v

−(t)− u(t))) = 0.
(2.9)

They also proved that the maps

Ω± : Ḣ1(R3)× L2(R3) −→ Ḣ1(R3)× L2(R3)

(ϕ±
0 , ψ

±
0 ) 7−→ (ϕ,ψ)

(2.10)

are isometries.
As usual, the nonlinear scattering operator was then defined by Bahouri and Gérard [2] as the

map

M : Ḣ1(R3)×L2(R3) −→ Ḣ1(R3)× L2(R3)

M = Ω+ ◦Ω−1
− .

(2.11)

The operators Ω± are known as the nonlinear Møller wave operators andM as the nonlinear Møller
scattering operator.

We will prove the following:
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Theorem 2.3. Let fj(u) j = 1, 2 satisfy hypotheses H.1 to H.4 and B.1. Let Mj be the nonlinear
Møller scattering operator defined in (2.11) associated with fj . If M1 = M2, then f1(u) = f2(u)
for all u ∈ R.

The proof of Theorem 2.3 relies on the analysis of the propagation of conormal singularities for
solutions of semiliear wave equation. However, the Møller scattering operator defined in (2.11) is
not quite suitable for the study of propagation of singularities, and as in [4] we will rephrase it in
terms of Friedlander radiation fields.

2.1. The Radiation Fields and the Scattering Operator. In the case of the linear wave
equation (2.1), the forward and backward radiation fields for the wave equation with a forcing
term f(t, x) ∈ C∞

0 (R× R
3),

(
∂2t −∆

)
v(t, x) = f(t, x),

v(0, x) = ϕ(x), ∂tv(0, x) = ψ(x), ϕ, ψ ∈ C∞
0 (R3),

(2.12)

are defined to be respectively

R+(ϕ,ψ, f)(s, θ) = lim
r→∞

r(∂tv)(s + r, rθ),

R− (ϕ,ψ, f)(s, θ) = lim
r→∞

r(∂tv)(s − r, rθ),
(2.13)

where r = |x| and θ = x
|x| .

In general, when we are not referring to initial data or forcing term, we denote the forward and
backward radiation fields of a function u(t, r, ω), when they exist, by

N+u(s, ω) = lim
r→∞

r∂su(s + r, r, ω) and N−u(s, ω) = lim
r→∞

r∂su(s − r, r, ω).(2.14)

It is well-known, see for example [4] for a proof, the limits (2.13) can be computed in terms of
the Radon transform of the initial data and the forcing term:

(2.15)

R+(ϕ,ψ, f)(s, θ) = −
1

4π
∂s

(
Rψ(s,−θ) + ∂sRϕ(s,−θ) +

∫

t−〈θ,z〉=s

H(t)f(t, x)dσ(t, z)

)

R−(ϕ,ψ, f)(s, θ) =
1

4π
∂s

(
Rψ(s, θ) + ∂sRϕ(s, θ)−

∫

t+〈θ,z〉=s

H(−t)f(t, x)dσ(t, z)

)
,

where H(t) is the Heaviside function, and σ(t, x) is the corresponding surface measure and R is
the Radon transform:

Rg(s, θ) =

∫

〈x,θ〉=s

g(x)dµ(x) and µ(x) is the surface measure on the plane 〈z, θ〉 = s,

see for example [26] and [16]. These maps have an extension as bounded operators

R± : Ḣ1(R3)× L2(R3)× L1(R;L2(R3)) → L2(R× S
2),

(ϕ,ψ, f) 7−→ R±(ϕ,ψ, f),
(2.16)

with the Lebesgue measure on R× S
2, and moreover, the maps

R± : Ḣ1(R3)× L2(R3) → L2(R × S
2),

(ϕ,ψ) 7−→ R±(ϕ,ψ, 0),
(2.17)
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are unitary, in the sense that

E0(ϕ,ψ) = ||R±(ϕ,ψ, 0)||
2
L2(R×S2).(2.18)

One also has the following inequalities which will be very useful below:

||R+(ϕ,ψ, f)||L2(R×S2) ≤ E0(ϕ,ψ) + ||f ||L1([0,∞);L2(R3),

||R−(ϕ,ψ, f)||L2(R×S2) ≤ E0(ϕ,ψ) + ||f ||L1([−∞,0);L2(R3),
(2.19)

see the proof of Theorem 2.1 of [4].
The Friedlander radiation fields can also be defined for the semilinear wave equation (1.1) with

f(u) satisfying H1-H.4. This was shown by Grillakis [22] for initial data ϕ,ψ ∈ C∞
0 . Baskin and

Sá Barreto [4] showed that the maps

L+(ϕ,ψ)(s, θ) = lim
r→∞

r(∂tu)(s + r, rθ),

L−(ϕ,ψ)(s, θ) = lim
r→∞

r(∂tu)(s − r, rθ),
(2.20)

where u(t, x) is the Shatah-Struwe solution of (1.1) with initial data (ϕ,ψ) ∈ C∞
0 (R3)× C∞

0 (R3),
extend to nonlinear isomorphisms

L± : Ḣ1(R3)× L2(R3) → L2(R× S
2),

L±(φ,ψ) = R±(φ,ψ,−f(u)),
(2.21)

but now with the semilinear energy norm

E(ϕ,ψ) = ||L±(ϕ,ψ)||
2
L2(R×S2).(2.22)

This relies on the key ingredient used to establish the existence and uniqueness of global solu-
tions, which was proved by Bahouri and Shatah [3]:

lim
t→∞

∫
F (u(t, x)) dx = 0.

Therefore the Friedlander nonlinear scattering operator

A = L+ ◦ L−1
− : L2(R× S

2) 7−→ L2(R× S
2)(2.23)

is an isometry. It is shown in [4] that the Friedlander and the Møller scattering operators are
related by

A = R+ ◦M ◦ R−1
− ,

where R± are defined in (2.17).
Therefore Theorem 2.3 is equivalent to

Theorem 2.4. Let fj(u) j = 1, 2 satisfy hypotheses H.1 to H.4 and B.1. Let Aj be the Friedlander
scattering operator defined in (2.23) associated with fj. If A1 = A2, then f1(u) = f2(u) for all
u ∈ R.
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2.2. A geometric interpretation of the radiation fields. It is useful to give a geometric
interpretation of the limits (2.20) as the asymptotic behavior of the solution u to either (1.1)
or (2.12) on a compact manifold with corners. This is the point of view used by Baskin, Vasy
and Wunsch [5, 6] to analyze the asymptotic behavior of the radiations fields as |s| ր ∞ on
non-trapping asymptotically Minkowski manifolds. First one uses stereographic projection to
compactify R×R

3 into the upper hemisphere of S4 by setting

B : R× R
3 −→ S

4
+

(t, x) 7−→
1

(1 + |x|2 + t2)
1

2

(1, t, x).

The sphere S
3, which is the boundary of S4+, corresponds to ρ = (1 + |x|2 + t2)−

1

2 = 0. Perhaps it
is more intuitive to think of

(T,X) =
1

(1 + |x|2 + t2)
1

2

(t, x) ∈ {z ∈ R
4 : |z| < 1},

and think of S4+ as the interior of the unit ball in R
4. Notice that a light cone with vertex (t0, x0),

which is given by |t− t0|
2 = |x−x0|

2 will always intersect the boundary at infinity at the manifolds

S+ = {ρ = 0, T = |X|} and S− = {ρ = 0, T = −|X|},

independently of its vertex, see Fig.1.

S+

S−

{t = 0}

Figure 1. A compactification of Minkowski space R× R
3. All light cones, inde-

pendently of where their vertices are located, intersect the boundary at infinity
along S±.

The next step is to blow-up the ball B = {z ∈ R
4 : |z| ≤ 1} along the manifolds S±. We then

consider the pull back the function u, which solves (1.1) or (2.12), to the manifold obtained by
blowing up B along S± and analyze the limit of the pull-back of u at the boundary faces introduced
by this blow-up. We denote these faces by F+, and they are usually called the front face, see Fig.2.
In this region one can can use projective coordinates

s =
T −X

ρ
, T, and R = ρ near S+, in the region where |s| <∞,

s =
T +X

ρ
, T, and R = ρ near S−, in the region where |s| <∞.
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Notice that the new boundary faces introduced by this blow-up is R = 0 in both sets of coordinates.
But if one writes this in terms of the original variables (t, x) one finds that

s = t− x, R = (1 + t2 + |x|2)−
1

2 , near S+, in the region where |s| <∞,

s = t+ x, R = (1 + t2 + |x|2)−
1

2 , near S−, in the region where |s| <∞.

But in the region where |s| is finite, R → 0 if r = |x| → ∞. Therefore, the limits (2.14) can be
thought of as the limit of the lift of the function u to the blown-up manifold at the new boundary
face introduced by the blow-up of S±.

Given an L2 function on one of the new boundary faces F+ or F−, there exists a unique solution
of (1.1) with such forward (if data is placed in F+) or backward (if data is placed on F−) radiation
field. The map that takes the data on F− to the limit on F+ is the scattering operator. The
inverse of the scattering operator, of course does the opposite.

F+

F−

{t = 0}

Figure 2. The manifold with corners obtained by blowing up the boundary of
the compactification of R× R

3 along S±, and the asymptotic behavior of a cone in
Minkowski space. Following Friedlander [16, 17], this can be thought of as hourglass
waves starting at negative infinity, collapsing to a point, reemerging for t > 0 and
expanding back to infinity.

2.3. Considerations about the proof of Theorem 2.4. The proof of Theorem 2.4 has two
main ingredients:

1. The linearization of the nonlinear scattering operator A at a non-zero C∞ solution with a given
radiation field, as in the work of Carles and Gallagher [12]. The Strichartz estimates of Ginibre
and Velo (2.8) are used to control the error terms of the linear approximation

2. The analysis of the singularities formed by the interaction of three and four transversal progress-
ing waves. We show that the principal symbol of the radiation field determine the nonlinearity
on the manifold where the waves interact and this is enough to determine f(u).

The idea of using nonlinear singularities to study inverse problems was first used by Kurylev,
Lassas and Uhlmann [24] and further developed by Lassas, Uhlmann and Wang [25], Uhlmann
and Wang [49] and X. Chen, M. Lassas, L. Oksanen and G. Paternain [14], Feizmohammadi and
Oksanen [18].

The study of propagation of singularities for semilinear wave equations started with the work
of Bony [8]. The more specific question of propagation of conormal singularities for semilinear
wave equations was studied by several authors, including Beals [7], Bony [9, 10, 11], Chemin [13],
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Melrose and Ritter [29], Rauch and Reed [34], Sá Barreto [36] and more recently by Sá Barreto
and Wang [37] and Sá Barreto [38].

We end this section by recalling the following support and regularity theorem for semilinear
radiation fields, Theorem 1.2 of [4]:

Theorem 2.5. (Baskin and Sá Barreto [4]) Let F ∈ L2(R) be compactly supported satisfy

∫

R

F (s)ds =

0. If (ϕ,ψ) ∈ Ḣ1(R3)×L2(R3) are such that L±(ϕ,ψ) = F, then ϕ and ψ are compactly supported
and radial. Moreover, if F ∈ C∞

0 (R), then ϕ,ψ ∈ C∞
0 (R3).

3. The Main Step in the Proof of Theorem 2.4

We will combine properties of the scattering operator A and propagation of conormal singular-
ities for linear equations to prove the following:

Theorem 3.1. Let fj(u), j = 1, 2, satisfy hypotheses H.1 to H.4 and B.1. Let Lj±, j = 1, 2,
denote the corresponding radiation fields given by (2.20). Given Υ0 ∈ C∞

0 (R × S
2), independent

of ω, and such that
∫
R
Υ0(s)ds = 0, then according to Theorem 2.5, there exist ϕj , ψj ∈ C∞

0 (R3),
j = 1, 2 such that Lj−(ϕj , ψj) = Υ0, j = 1, 2. Let uj be the solution to

�uj + fj(uj) = 0, on R× R
3,

uj(0, x) = ϕj(x), ∂tuj(0, x) = ψj(x).
(3.1)

Let Aj denote the scattering operator associated with fj. If A1 = A2, then the third and fourth
derivatives of f1 and f2 satisfy

f
(3)
1 (u1(t, x)) = f

(3)
2 (u2(t, x)) and f

(4)
1 (u1(t, x)) = f

(4)
2 (u2(t, x)),(3.2)

for all (t, x) ∈ R× R
3.

The proof of this result will take the bulk of the paper, but once it is established, we can prove
Theorem 2.4.

3.1. Proof of Theorem 2.4. We will prove Theorem 2.4 as a consequence of Theorem 3.1. So
let us assume we have proved (3.2).

Proof. Let Υ0 ∈ C∞
0 (R), be independent of ω, and furthermore assume that

∫

R

Υ0(s)ds = 0.

Let uj(t, x) satisfy (3.1) with initial data ϕj , ψj ∈ C∞(R3) such that L+j(ϕj , ψj)(s, ω) = Υ0(s),

j = 1, 2. Notice that a function Υ0 ∈ C∞
0 (R3) is such that

∫

R

Υ0(s)ds = 0 if and only if Υ0 = G′(s),

where G ∈ C∞
0 (R) and the space of such Υ0 dense in L2(R).

We know from Theorem 2.5 that the corresponding initial data ϕj and ψj in (3.1) are radial
and ϕj , ψj ∈ C∞

0 (R3), and from Theorem 2.1 and the result of Struwe [46], since the initial data
is radial, uj ∈ C∞(R ×R

3). Theorem 3.1 implies that

f
(3)
1 (u1(t, x)) = f

(3)
2 (u2(t, x)), and f

(4)
1 (u1(t, x)) = f

(4)
2 (u2(t, x)), (t, x) ∈ R×R

3.

and in particular, for t = 0,

f
(3)
1 (ϕ1(s)) = f

(3)
2 (ϕ2(s)), and f

(4)
1 (ϕ1(s)) = f

(4)
2 (ϕ2(s)), for all s ∈ R.(3.3)
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By differentiating the first equation in (3.3) with respect to (t, x) we obtain

f
(4)
1 (ϕ1(s))ϕ

′
1(s) = f

(4)
2 (ϕ2(s))ϕ

′
2(s), for all s ∈ R,(3.4)

and we conclude that

ϕ′
1(s) = ϕ′

2(s) for all s such that f
(4)
1 (ϕ1(s)) = f

(4)
2 (ϕ2(s)) 6= 0,

We know from assumption B.1 that f
(4)
1 (ϕ1(s)) = f

(4)
2 (ϕ2(s)) = 0 if and only if ϕ1(s) = ϕ2(s) = 0,

and so we conclude that

ϕ′
1(s) = ϕ′

2(s) for all s ∈ O = {s ∈ R : ϕ1(s) 6= 0} ∩ {s ∈ R : ϕ2(s) 6= 0}.

The set O is open and since ϕ1 and ϕ2 are compactly supported,

O =

k⋃

j−1

Ij , Ij = (aj , bj),

and therefore

ϕ1(s)− ϕ2(s) = cj on Ij , 1 ≤ j ≤ k.

But since ϕ1, ϕ2 ∈ C∞ and ϕ1(aj) = ϕ2(aj), it follows that cj = 0, 1 ≤ j ≤ k, and therefore
ϕ1 = ϕ2 = ϕ and f1(ϕ(s)) = f2(ϕ(s)).

As discussed above, the set of Υ0 is dense in L2(R) and so, by continuity of the radiation fields,
this holds for all Υ0 ∈ L

2(R) and therefore f1(ϕ) = f2(ϕ) for all ϕ ∈ C∞
0 (R3) and radial. Therefore

f1(s) = f2(s) for all s ∈ R. �

3.2. The steps of the proof of Theorem 2.4. For Υ ∈ L2(R× S
2), we know from the work of

Bahouri and Gérard [2] and that there exists u ∈ X(R;R3) and ϕ ∈ Ḣ1(R3) and ψ ∈ L2(R3) such
that

�u+ f(u) = 0,

u(0, x) = ϕ(x), ∂tu(0, x) = ψ(x),

such that L−(ϕ,ψ) = Υ.

(3.5)

We let Υk ∈ L2(R × S
2), k = 0, 1, 2, 3, 4, and εj > 0, j = 1, 2, 3, 4 and let Υ be of the form

Υ = Υ0 +Υ~ε, where ~ε = (ε1, ε2, ε3, ε4) and Υ~ε =

4∑

k=1

εjΥk.

The scattering operator acting on Υ is given by

N+u = L+(ϕ,ψ) = A(Υ0 + ε1Υ1 + ε2Υ2 + ε3Υ3 + ε4Υ4).

The proof of Theorem 3.1 consists of three parts:

Step 1. We establish an asymptotic expansion of the scattering operator of the following form

A(Υ0 + ε1Υ1 + ε2Υ2 + ε3Υ3 + ε4Υ4) =

A(Υ0) +
∑

|α|≤4

~ε αΞα +OL2(R×S2)(|~ε|
5), Ξα ∈ L2(R× S

2).

Step 2. We pick Υ0 ∈ C∞
0 (R), as in the statement of Theorem 2.4. We choose Υk, k = 1, 2, 3, 4 to

be the radiation fields of suitably chosen conormal spherical waves.
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Step 3. Let ϕ0, ψ0 ∈ C∞
0 (R3) be such that L(ϕ,ψ) = Υ0. Let u0 be the solution to

�u0 + f(u0) = 0,

u0(0) = ϕ0, ∂tu0(0) = ψ0,

and L−(ϕ0, ψ0) = Υ0.

(3.6)

Step 4. We compare the singularities of the terms Ξα, |α| = 3, with the singularities Υk, k =
1, 2, 3, and in this case we take Υ4 = 0. We show that Ξα contains additional conormal
singularities and by computing the principal symbol of those, and by varying Υk, k =
1, 2, 3, that we can determine f (3)(u0(t, x)) for all (t, x) ∈ R× R

3.

Step 5. We repeat the procedure for from the singularities of Ξα with |α| = 4 and show that we
can determine f (4)(u0(t, x)) for all (t, x) ∈ R× R

3.

Step 6. In particular this shows that if f1 and f2 have the same scattering operator, and u10 and
u20 are the corresponding solutions to (3.6), then

f
(3)
1 (u10(t, x)) = f

(3)
2 (u20(t, x)) and f

(4)
1 (u10(t, x)) = f

(4)
2 (u20(t, x)) for all (t, x) ∈ R× R

3.

4. The Linearization and Asymptotic Expansion

As we described above, in the first step we proceed à la Carles and Gallagher [12], linearize
the equation about a C∞ solution u0(t, x) and analyze the corresponding asymptotic expansion.
While a complete expansion was established in [12], using the fact that f(u) is real analytic, here
we establish an expansion up to order five.

Let u satisfy �u = −f(u) and we write u = u0 + (u− u0), and so

�u = �u0 +�(u− u0) = −f(u0 + (u− u0)) = −f(u0)− f ′(u0)(u− u0)−

1

2!
f (2)(u0)(u− u0)

2 −
1

3!
f (3)(u0)(u− u0)

3 −
1

4!
f (4)(u0)(u− u0)

4 −G(u, u0)(u− u0)
5,

where G(u, u0) =
1

4!

∫ 1

0
f (5)((1− t)u0 + tu)(1− t)4dt.

(4.1)

Next we write y = (t, x) and

u− u0 = w~ε + Z(y, ~ε), where w~ε =
∑

|α|≤4

~ε αwα,(4.2)

We substitute this expression into (4.1), match powers of ~ε up to order four, and obtain bounds
for the remainder. The term independent of ~ε, u0, satisfies the following equation:

�u0 = −f(u0),

N−u0 = Υ0,
(4.3)

where N± were defined in (2.14). We use this notation here because the Cauchy data of u0 has not
been specified. We know there exists a unique u0 ∈ X(R;R3) satisfying (4.3) because the maps
L± defined in (2.21) are isometries.

The terms in ~ε α with |α| = 1 are denoted by

w1 = w1,0,0,0, w2 = w0,1,0,0, w3 = w0,0,1,0 and w4 = w0,0,0,1,(4.4)

and satisfy

(4.5)
�wj = −f ′(u0)wj ,

N−wj = Υj, j = 1, 2, 3, 4.
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We shall prove that given u0 ∈ X(R,R3) there exists a unique wj ∈ X(R;R3) satisfying (4.5).
To compute the terms in ~ε α with |α| = 2, we write α = β1 + β2, with |β1| = |β2| = 1, and we

have

�wα = −f ′(u0)wα −
1

2!
f (2)(u0)

∑

α=β1+β2,|β1|=|β2|=1

wβ1
wβ2

,

and N−wα = 0.

(4.6)

We shall prove that, given u0, wβ1
, wβ2

∈ X(R;R3), |β1| = |β2| = 1, there exists a unique wα ∈
X(R;R3) satisfying (4.6).

To compute the terms of order three, we write

α = β1 + β2, |β1| = 1, |β2| = 2 and α = γ1 + γ2 + γ3, |γj | = 1, j = 1, 2, 3.

and we find

�wα = −f ′(u0)wα −
1

2!
f (2)(u0)

∑

α=β1+β2,|β1|=1,|β2=2

wβ1
wβ2

−
1

3!
f (3)(u0)

∑

α=γ1+γ2+γ3,|γj |=1

wγ1wγ2wγ3 ,

N−wα = 0.

(4.7)

As in the first two cases, we shall prove that, given u0, wβ1
, wβ2

, wα ∈ X(R;R3), with |β1| = |β2| =
1, and |α| = 2, there exists a unique wα ∈ X(R;R3) satisfying (4.7).

We split the terms with |α| = 4 into

α = β1 + β2, |β1| = 2, |β2| = 2 or |β1| = 1, |β2| = 3,

α = γ1 + γ2 + γ3, |γj | = 1, j = 1, 2, |γ3| = 2,

α = ζ1 + ζ2 + ζ3 + ζ4, |ζj| = 1, j = 1, 2, 3, 4,

and write

�wα = −f ′(u0)wα −
1

2!
f (2)(u0)

∑

|β1|=1,|β2|=3

wβ1
wβ2

−
1

2!
f (2)(u0)

∑

|β1|=2,|β2|=2

wβ1
wβ2

+

1

3!
f (3)(u0)

∑

|γ1|=1,|γ2|=1,|γ3|=2

wγ1wγ2wγ3 +
1

4!
f (4)(u0)

∑

|ζj |=1,j=1,2,3,4

wζ1wζ2wζ3wζ4 ,

N−wα = 0.

(4.8)

Again, we shall prove that, given u0, wα ∈ X(R;R3), |α| = 1, 2, 3, there exists a unique wα ∈
X(R;R3) with |α| = 4 satisfying (4.8).

We then estimate the remainder Z(y, ~ε) given by (4.2). We define

w~ε = w1,~ε + w2,~ε + w3,~ε + w4,~ε, with wj,~ε homogeneous of degree j in ~ε.
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Using this notation we find that Z(y, ~ε) satisfies

�Z = −V1Z− V2Z
2 − V3Z

3 − V4Z
4 − V4Z

5 −R,

N−Z = 0,

where

V1 = f ′(u0) + f ′′(u0)w~ε +
1

2
f (3)(u0)w

2
~ε +

1

3!
w3
~ε + 5Gw4

~ε ,

V2 =
1

2
f ′′(u0) +

1

2
f (3)(u0)w~ε +

1

4
f (4)(u0)w

2
~ε + 10Gw3

~ε ,

V3 =
1

3!
f (3)(u0) +

1

3!
f (4)(u0)w~ε + 10Gw2

~ε ,

V4 =
1

4!
f (4)(u0) + 5Gw~ε,

V5 = G,

R =
1

2!
f (2)(u0)R1 +

1

3!
f (3)(u0)R2 +

1

4!
f (4)(u0)R3 +R4,

R1 = w2
4,~ε + 2w4,~εA+ w2

3,~ε + 2w2,~εw3,~ε, A = w1,~ε + w2,~ε + w3,~ε,

R2 = 3w1,~ε q
2 + 3w2

1,~ε(w3,~ε + w4,~ε) + q3, q = w2,~ε + w3,~ε + w4,~ε

R3 = 4w1,~ε q
3 + 6w2

1,~ε q
2 + 4w3

1,~ε q + q4,

R4 = Gw5
~ε .

(4.9)

The following result establishes the existsnce of wα, |α| ≤ 4 and an estimate for the remainder
Z(y, ~ε) :

Theorem 4.1. Let Υj ∈ L2(R×S
2), j = 0, 1, 2, 3, 4, and let u be the unique Shatah-Struwe solution

of

�u+ f(u) = 0,

N−u = Υ0 + ε1Υ1 + ε2Υ2 + ε3Υ3 + ε4Υ4
(4.10)

and let u0 be the unique Shatah-Struwe solutions of (4.3). Then there exist unique wα ∈ X(R;R3),
|α| ≤ 4, which satisfy equations (4.5) to (4.8). Let w~ε be defined by (4.2), corresponding to these
wα, and let

Z(y, ~ε) = u(y)− (u0(y) + w~ε(y)) .(4.11)

Then there exists ε0 > 0 and C > 0 such that for εj < ε0, j = 1, 2, 3, 4

||Z||L5((−∞,T );L10(R3)) ≤ C|~ε|5 and ||�Z||L1((−∞,T );L2(R3)) ≤ C|~ε|5, for every T ∈ R.(4.12)

Moreover, for |~ε| < ε0,

N+(u0 +w~ε(t, x)) −A(Υ0 +

4∑

j=1

εjΥj) = OL2(R×S2)(|~ε|
5).(4.13)

This implies that
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Corollary 4.2. Let Υj ∈ L2(R × S
2), j = 0, 1, 2, 3, 4, let u0 satisfy (4.3) and let wα, |α| ≤ 4,

satisfy (4.5) to (4.8). Let ε0 be as in Theorem 4.1. Then, for |~ε| < ε0,

L+L
−1
− (Υ0 +

4∑

j=1

εjΥj) = A(Υ0 +

4∑

j=1

εjΥj) = A(Υ0) +
∑

|α|≤4

~ε αΞα +OL2(R×S2)(|~ε|
5),

where Ξα = N+wα, and we adopt the notation (4.4).

(4.14)

5. Proof of Theorem 4.1

Since the maps L± defined in (2.21) are isomorphisms, we know that there exist unique u, u0 ∈
X(R;R3) satisfying equations (4.10) and (4.3), we only need to prove that there exist unique
wα ∈ X(R;R3), |α| = 1, 2, 3, 4, satisfying (4.5), (4.6), (4.7) and (4.8) and if Z(y, ~ε) is given by
(4.11), it satisfies (4.12), and finally (4.13) holds.

We will prove the following two propositions:

Proposition 5.1. Let u0 ∈ X(R;R3) satisfy (4.3) and let Υ1 ∈ L2(R × S
2). Then there exist

unique wα ∈ X(R;R3), |α| = 1, satisfying (4.5). Furthermore,

1. Given u0, wα ∈ X(R,R3), |α| = 1, then for |α| = 2, there exists a unique wα ∈ X(R;R3),
satisfying (4.6),

2. Given u0, wα ∈ X(R,R3), |α| = 1, 2, then for |α| = 3, there exists a unique wα ∈ X(R;R3),
satisfying (4.7),

3. Given u0, wα ∈ X(R,R3), |α| = 1, 2, 3, then for |α| = 4, there exists a unique wα ∈ X(R;R3),
satisfying (4.8).

and

Proposition 5.2. Let u ∈ X(R;R3) be the unique Shatah-Struwe solution of (4.10). Let u0 ∈
X(R;R3) satisfy (4.5) and let wα ∈ X(R;R3), |α| ≤ 4, satisfy (4.5) to (4.8). Let G be defined by
(4.1) and let Z(y, ~ε) be defined by (4.2). Then there exists C > 0 and ε0 > 0 such that for |~ε| < ε0,

and for any T ∈ R, equation (4.12) is satisfied.

Assume these Propositions have been proved. We can then prove Theorem 4.1.

Proof. We know that N−Z(y, ~ε) = 0 and that Z(y, ~ε) and G = �Z satisfy (4.12). Then it follows
that, for any T ∈ R,

�Z = G, G ∈ L1((−∞, T );L2(R3)), ||G||L1((−∞,T );L2(R3)) ≤ C|~ε|5,

R−(Z(T ), ∂tZ(T ),−G) = 0.

This implies that

R−(Z(T ), ∂tZ(T ), 0) = R−(0, 0,G)(s − T, ω),

and so we deduce from (2.18) and (2.19) that

E0(Z(T ), ∂tZ(T )) = ||R−(Z(T ), ∂tZ(T ), 0)||L2(R×S2) =

||R−(0, 0,G)(s − T, ω)||L2(R×S2) ≤ ||G||L1((−∞,T );L2(R3)).

So it follows that

E0(Z(T ), ∂tZ(T )) ≤ ||G||L1((−∞,T );L2(R3)) ≤ C|~ε|5.
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But (4.12) holds for all T, and therefore ||G||L1((T,∞);L2(R3)) ≤ C|~ε|5, and now the same estimate,
applied to the forward radiation field, shows that

||N+Z||L2(R×S2) = ||R+(Z(T ), ∂tZ(T ),−G)||L2(R×S2) ≤

E0(Z(T ), ∂tZ(T )) + ||G||L1([T,∞);L2(R3) ≤ C|~ε|5.

This is the same as saying that

N+(u− (u0 + w~ε)) = OL2(R×S2)(|~ε|
5).

This proves (4.14) and hence it proves Theorem 4.1. �

5.1. The proof of Proposition 5.1. We begin by proving the following:

Lemma 5.3. If V ∈ L
5

4 (R;L
5

2 (R3)), g ∈ L1(R;L2(R3)) and let F ∈ L2(R× S
2), then there exists

a unique w ∈ X(R;R3) such that

�w = V w + g, in R× R
3,

N−w = F,
(5.1)

where X(R;R3) is the space defined in (2.5).

Proof. This is a linear equation, but with a potential in L
5

4 (R;L
5

2 (R3)) and a forcing term g ∈
L1(R;L2(R3)), and a given radiation field. So this result is by no means obvious. We follow the
strategies used by Bahouri and Gérard [2] to prove asymptotic completeness for (1.1) and by Carles
and Gallagher [12] to establish the analogue of (4.14) in the real analytic case. Let w0 ∈ X(R;R3)
be the solution to

�w0 = g,

w0(0) = ϕ, ∂tw0(0) = ψ,
(5.2)

(ϕ0, ψ0) ∈ Ḣ1(R3) × L2(R3) such that R−(ϕ0, ψ0) = F. It follows from Theorem 2.1 that w0 ∈

X(R;R3). Since V ∈ L
5

4 (R;L
5

2 (R3)), and w0 ∈ L5(R;L10(R3)), given δ > 0, there exist T0 < 0 and
T1 > 0 such that

||V ||
L

5
4 ((−∞,T0];L

5
2 (R3))

< δ, ||V ||
L

5
4 ([T1,∞);L

5
2 (R3))

< δ.(5.3)

Since we are dealing with the backward radiation field in (5.1), we use the first inequality in
(5.3). For any w ∈ L5((−∞, T0];L

10(R3)), let υ satisfy

�υ = V (w0 +w) in (−∞, T0)× R
3

υ(T0) = ϕw, ∂tυ(T0) = ψw, such that

R−(ϕw, ψw, V (w0 +w))(s + T0) = 0.

(5.4)

We want to show that the map

C : L5((−∞, T0];L
10(R3)) 7−→ L5((−∞, T0];L

10(R3)),

w 7−→ υ
(5.5)

is bounded and a contraction for small δ. The fact that the equation is linear, allows us to work
in the entire space L5((−∞, T0];L

10(R3)) instead of in a ball of small radius as in [2]. It follows
from (2.8) that

||υ||L5((−∞,T0];L10(R3)) ≤ C10

(
||∇ϕw||L2 + ||ψw||L2 + ||V (w0 + w)||L1((−∞,T0];L2(R3))

)
.
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By assumption, R−(ϕw, ψw) = R(0, 0,−V (w + w0)(s+ T0)) = 0, but we also know that

||R−(ϕw, ψw, 0)||L2 = ||∇ϕw||L2 + ||ψw||L2 ,

and it follows from (2.19) that

||R−(0, 0,−V (w + w0))(s + T0)||L2(R×S2) ≤ ||V (w + w0)||L1((−∞,T0];L2(R3)).

(5.6)

Therefore,

||υ||L5((−∞,T0];L10(R3)) ≤ 2C10||V (w0 + w)||L1((−∞,T0];L2(R3)).(5.7)

But by applying Hölder inequality twice with p = 5 and q = 5
4 we obtain

||V (w0 + w)||L1((−∞,T0];L2(R3)) =

∫ T0

−∞

[∫

R3

|V |2|w0 + w|2dx

] 1

2

dt ≤

∫ T0

−∞

[∫

R3

|V |
5

2 dx

] 2

5
[∫

R3

|w0 + w|10dx

] 1

10

dt ≤

[∫ T0

−∞

[∫

R3

|V |
5

2dx

] 1

2

dt

] 4

5
[∫ T0

−∞

[∫

R3

|w0 + w|10dx

] 1

2

dt

] 1

5

=

||V ||
L

5
4 ((−∞,T0];L

5
2 (R3))

||w0 + w||L5((−∞,T0];L10(R3)).

(5.8)

It follows from (5.3) and (5.8) that

||υ||L5([T0,∞);L10(R3)) ≤ 2C10δ||w + w0||.(5.9)

So the map C defined in (5.5) is bounded.
Next observe that if υj = Cwj, j = 1, 2, then, since equation (5.4) is linear, using the same

argument it follows that

||υ1 − υ2||L5([T0,∞);L10(R3)) ≤ 2C10δ||w1 − w2||L5([T0,∞);L10(R3)),

and so, if 2C10δ < 1, C is a contraction, and its fixed point w∗ satisfies

�(w∗ + w0) = V (w∗ +w0) + g, in (−∞, T0]× R
3,

N−(w
∗ +w0)(s) = F (s+ T0, ω),

Now, we want to extend w∗ to a global solution on R×R
3.We take a partition of [T0, T1], where

T0, T1 are such that (5.3) holds, consisting of non-overlapping intervals Ij = [aj , aj+1], 0 ≤ j ≤ N,

such that a0 = T0, aN = T1 and

||V ||
L

5
4 (Ij ;L

5
2 (R3))

< δ, ||w0||L5(Ij ;L10(R3)) < δ.(5.10)

We claim there exist unique Wj ∈ X([a0, a1],R
3), j = 0, 1, . . . , N, such that

�W0 = V (W0 + w0), in (a0, a1)×R
3,

W0(T0) = w∗(T0), ∂tW0(T0) = w∗(T0),
(5.11)

and for 1 ≤ j ≤ N,

�Wj = V (Wj +w0), in (aj , aj+1)× R
3,

Wj(aj) =Wj−1(aj), ∂tWj(aj) = ∂tWj−1(aj).
(5.12)

We proceed as above, and the key point here is that the constant C10 in the Strichartz estimate
(2.8) does not depend of the size of the interval.
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If ϑ ∈ L5(I0;L
10(R3)), and for such ϑ, let υ = CI0ϑ denote the solution to

�υ = V (ϑ+ w0),

υ(T0) = w∗(T0), ∂tυ(T0) = w∗(T0).

We proceed exactly as above and use Hölder inequality and (2.8) to conclude that

||υ||L5(I0;L10(R3)) ≤ C10

(
||∇w∗(T0)||L2 + ||∂tw

∗(T0)||L2 + ||V ||
L

5
4 (I0;L

5
2 (R3))

||υ + w0||L5(I0;L10(R3)))

)
,

so

CI0 : L
5(I0;L

10(R3)) 7−→ L5(I0;L
10(R3)),

and

||CI0(υ1 − υ2)|| ≤ C10||V ||
L

5
4 (I0;L

5
2 (R3))

||υ1 − υ2||L5(I0;L10(R3))) ≤ C10δ||υ1 − υ2||L5(I0;L10(R3))).

So, for δ chosen as above, CI0 is a contraction and its fixed point W0 satisfies (5.11). The same
argument, with the same choice of δ, applies to all intervals Ij . This gives an extension of the
solution w, from (−∞, T0] to (−∞, T1].

Next we want to show there exists a unique solution W ∈ X([T1,∞);R3) of

�W = V (W + w0), in (T1,∞)× R
3,

W (T1) =WN (T1), ∂tW (T1) = ∂tWN (T1)

We use the same method as above, and the assumption on the norm of V in [T1,∞) in (5.3) and
the choice of δ guarantees that the corresponding map is a contraction. The function w given by

w = w∗, t ≤ T0,

w =Wj, t ∈ (aj , aj + 1], j = 0, 1, . . . , N,

w =W, t > T1,

satisfies

�(w + w0) = V (w + w0) + g,

N−(w + w0) = F.

This ends the proof of the Lemma. �

Next we will apply Lemma 5.3 to prove Proposition 5.1, but to do that, first we need to prove
estimates, which control LpLq norms of products of functions:

Lemma 5.4. If I ⊂ R is an interval, if v1, v2, v3, v4 ∈ L5(I;L10(R3)) and if Q(x1, x2, x3, x4) is a
homogeneous polynomial with positive coefficients of degree j with 1 ≤ j ≤ 5, then

Q(v1, v2, v3, v4) ∈ L
5

j (I;L
10

j (R3)) and ||Q(v1, v2, v3, v4)||
L

5
j (I;L

10
j (R3))

≤ Q(||v1||, ||v2||, ||v3||, ||v4||),

where ||vj || = ||vj ||L5(I;L10(R3)).

(5.13)

In particular, if f ∈ C5(R) is such that |f (m)(u)| ≤ Cm|u|5−m, if u ∈ L5(I;L10(R3)) and m ≤ 4,

f (m)(u) ∈ L
5

5−m (I;L
10

5−m (R3)) and ||f (m)(u)||
L

5
5−m (I;L

10
5−m (R3))

≤ C||u||5−m
L5(I;L10(R3))

.(5.14)
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Proof. The statements is obvious whenQ is of degree 1. WhenQ is of degree 2, the Cauchy-Schwarz
inequality gives

||v1v2||
5

2

L
5
2 (I;L5(R3))

=

∫

I

[∫

R3

|v1v2|
5dx

] 1

2

dt ≤

∫

I

[∫

R3

|v1|
10dx

] 1

4
[∫

R3

|v2|
10dx

] 1

4

dt ≤

[∫

I

[∫

R3

|v1|
10dx

] 1

2

dt

] 1

2
[∫

I

[∫

R3

|v2|
10dx

] 1

2

dt

] 1

2

= ||v1||
5

2

L5(I;L10(R3))
||v2||

5

2

L5(I;L10(R3))
.

When j = 3, Hölder inequality with p = 3 gives

||v1v2v3||
5

3

L
5
3 (I;L

10
3 (R3))

=

∫

I

[∫

R3

|v1v2v3|
10

3 dx

] 1

2

dt ≤

∫

I

[∫

R3

|v1|
10dx

] 1

6
[∫

R3

|v2v3|
5dx

] 1

3

dt ≤

[∫

I

[∫

R3

|v1|
10dx

] 1

2

dt

] 1

3
[∫

I

[∫

R3

|v2v3|
5dx

] 1

2

dt

] 2

3

= ||v1||
5

3

L5(I;L10(R3))
||v2v3||

5

3

L
5
2 (I;L5(R3))

,

and the result follows from the previous inequality. The proofs for j = 4 and j = 5 are very
similar. �

We also need the following

Lemma 5.5. Let Vm ∈ L
5

5−m (R;L
10

5−m (R3)), 2 ≤ m ≤ 4, and let wk ∈ L5(R;L10(R3)), 1 ≤ k ≤ 4,
then

||V2w1w2||L1(R;L2(R3)) ≤ ||V2||
L

5
3 (R;L

10
3 (R3))

||w1||L5(R;L10(R3))||w2||L5(R;L10(R3)),

||V3w1w2w3||L1(R;L2(R3)) ≤ ||V3||
L

5
2 (R;L5(R3))

||w1||L5(R;L10(R3))||w2||L5(R;L10(R3))||w2||L5(R;L10(R3)),

||V4wjwkwlwm||L1(R;L2(R3)) ≤

||V4||L5(R;L10(R3))||wj ||L5(R;L10(R3))||wk||L5(R;L10(R3))||wl||L5(R;L10(R3))||wm||L5(R;L10(R3)).

(5.15)

Proof. We just need to apply Hölder inequality with p = 5
4 and q = 5 twice to verify that

||V4wjwkwlwm||L1(R;L2(R3)) ≤ ||V4||L5(R;L10(R3))||wjwkwlwm||
L

5
4 (R;L

5
2 (R3))

and the last inequality follows from Lemma 5.4.
Similarly, an application of Hölder inequality with p = 5

2 and q = 5
3 gives

||V3w1w2w3||L1(R;L2(R3)) ≤ ||V3||
L

5
2 (R;L5(R3))

||w1w2w3||
L

5
3 (R;L

10
3 (R3))

,

and again the desired inequality follows from Lemma 5.4. The same argument gives the first
inequality in (5.15). �

We know from (5.14) that f ′(u0) ∈ L
5

4 (I;L
5

2 (R3)) and therefore we can apply Lemma 5.3 to
conclude that there exist unique wj ∈ L5(R;L10(R3)), j = 1, 2, 3, 4, which satisfy (4.5).

Similarly, to prove the existence of wα with |α| = 2, we use Lemma 5.4 and Lemma 5.5 to show
that

f (2)(u0)w
2
j , f

(2)(u0)wjwk ∈ L1(R;L2(R3)),

and so Lemma 5.3 implies that there exist unique wα ∈ L5((R);L10(R3)), |α| = 2 satisfying (4.6).
Now, to prove the existence of wα with |α| = 3, we need to consider products of the type

f ′′(u0)wjwα, |α| = 2 and f (3)(u0)wjwkwm, but again Lemma 5.4 and Lemma 5.5 show that
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both are in L1(R;L2(R3)), and so there exist wα ∈ L5(R;L2(R3)), |α| = 3 satisfying (4.7). To

show that there exists a unique wα with |α| = 4 we need to show that the terms f (2)(u0)wjwβ ,

|β| = 3, f (2)(u0)wγwβ, |γ| = |β| = 2, f (3)(u0)wjwkwβ with |β| = 2 and f (4)(u0)wjwkwlwm are in
L1(R;L2(R3)), and once again this is guaranteed by Lemma 5.4 and Lemma 5.5. This ends the
construction of wα with |α| ≤ 4 and the proof of Proposition 5.1.

5.2. The Proof of Proposition 5.2. We know from the work of Bahouri and Gérard [2] that
there exist unique u ∈ X(R;R3) and u0 ∈ X(R;R3) satisfying (3.5) and (3.6). We also know from
Proposition 5.1 that there exist unique wα ∈ X(R;R3), with |α| ≤ 4 satisfying (4.5) to (4.8). Let
Z(y, ~ε) be given by (4.2). We emphasize we are not proving the existence or uniqueness of Z(y, ~ε).
We already know this. We only need to prove the estimates (4.12).

Proof. We use Z = Z(y, ~ε) and rewrite (4.9) as

�Z = Λ(Z)−R,

N−Z = 0,

where Λ(Z) = −V1Z− V2Z
2 − V3Z

3 − V4Z
4 − V5Z

5, and

Vj , 1 ≤ j ≤ 5, and R are given by (4.9).

(5.16)

We know from Proposition 5.1 and Lemma 5.4 that

||R||L1(R;L2(R3)) ≤ C|~ε|5.(5.17)

We already know from Lemma 5.5 that Vj ∈ L
5

5−j (R, L
10

5−j (R3)), where Vj , 1 ≤ j ≤ 4, is defined

in (4.9). Since |f (5)(u)| ≤ C, then |V5| ≤ C. The following is a consequence of Lemma 5.5:

If wk ∈ L5(R;L10(R3)), 1 ≤ k ≤ 5, W2 = (w1, w2),W3 = (w1, w2, w3),

W5 = (w1, w2, w3, w4, w5),

Vj ∈ L
5

5−j (I, L
10

5−j (R3)), 1 ≤ j ≤ 4, V5 ∈ L∞(R× R
3),

then for γ such that γ = (γ1, . . . , γj), |γ| ≤ j, j ≤ 5,

||VjW
γ
j ||L1(R;L2(R3)) ≤ ||Vj ||

L
5

5−j (R;L
10
5−j (R3))

Πj
k=1||wk||

γk
L5(R;L10(R3))

, j ≤ 4

||V5W
γ ||L1(R;L2(R3)) ≤ ||V5||L∞(R×R3)Π

5
k=1||wk||

γk
L5(R;L10(R3))

(5.18)

Since N−Z = 0, we have that if T ∈ R, and

�Z = Λ(Z) +R,

Z(T ) = ϕT , ∂tZ(T ) = ψT .
(5.19)

Therefore R−(ϕT , ψT ,Λ(Z) +R) = 0, and hence E0(ϕT , ψT ) ≤ ||Λ(Z) +R||L1((−∞,T ];L2(R3)). Then
Strichartz estimate (2.8) implies that for any T,

||Z||L5((−∞,T ];L10(R3) + E0(Z, ∂tZ)(T ) ≤ 2C10||Λ(Z) +R||L1((−∞,T ];L2(R3)).(5.20)

But in view of (5.18), this implies that

||Z||L5((−∞,T );L10(R3) +E0(Z, ∂tZ)(T ) ≤ 2C10||R||L1((−∞,T ];L2(R3))+

2C10




4∑

j=1

||Vj ||
L

5
5−j ((−∞,T ];L

10
5−j (R3))

||Z||j
L5((−∞,T ];L10(R3))

+ C||Z||5L5((−∞,T ];L10(R3))


 .

(5.21)
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We pick δ > 0, such that

2C10δ <
1

2
,(5.22)

and we the pick T0 such that

||V1||
L

5
4 ((−∞,T0];L

5
2 (R3))

< δ.(5.23)

Then, provided T < T0,

2C10||V1||
L

5
5−j ((−∞,T ];L

10
5−j (R3))

||Z||L5((−∞,T ];L10(R3)) ≤
1

2
||Z||L5((−∞,T ];L10(R3)).

So we can absorb this term into the left side of (5.21) and conclude that for any T < T0, such
that (5.23) holds

||Z||L5((−∞,T );L10(R3) ≤ 4C10||R||L1((−∞,T );L2(R3))+

4C10




4∑

j=2

||Vj ||
L

5
5−j ((−∞,T ];L

10
5−j (R3))

||Z||j
L5((−∞,T ];L10(R3))

+ C||Z||5L5((−∞,T ];L10(R3))


 .

(5.24)

Equation (4.12) for T < T0 follows from the following observation, which resembles Lemma 2.2
of [2]:

Lemma 5.6. Let M(T ) ≥ 0 be a continuous function on and interval I = (−∞, β], I = [α, β] or
I = [α,∞), and suppose that either that limT→−∞M(T ) = 0 or that M(α) = 0. If

M(T ) ≤ a+

5∑

j=2

CjM(T )j , a > 0, Cj > 0, are such that

5∑

j=2

2jCja
j−1 < 1,(5.25)

then M(T ) ≤ 2a.

Proof. Set x = M(T ) and consider the polynomial p(x) = x− (a+ C2x
2 + C3x

3 + C4x
4 + C5x

5).
Obviously p(0) = −a < 0 and the second condition in (5.25) guarantees that p(2a) > 0. Since
M(T ) is continuous and M(α) = 0 and the roots of p(x) are discrete, M(T ) ≤ x∗, where x∗ is the
smallest value of x > 0 for which the graph of p(x) crosses the real axis. Then M(T ) ≤ x∗ < 2a.
The same argument applies to the case limT→−∞M(T ) = 0. �

We apply (5.25) to (5.24) with

M(T ) = ||Z||L5((−∞,T );L10(R3), a = 4C10||R||L1(R;L2(R3)), and

Cj = 4C10||Vj ||
L

5
5−j (R;L

10
5−j (R3))

, 1 ≤ j ≤ 4, C5 = 4C10C.

But, because of (5.17) a ≤ C|~ε|5, with C independent of T, and so we can pick ε0 > 0 such that∑5
j=2 2

jCja
j−1 < 1 for ε < ε0, and for this choice of ε0,

||Z||L5((−∞,T ];L10(R3) ≤ C|~ε|5, provided T ≤ T0, and |~ε| < ε0.(5.26)

We substitute estimate (5.26) in (5.21) and we conclude that

E0(Z, ∂tZ)(T ) ≤ K0|~ε|
5, provided T ≤ T0, and |~ε| < ε0.(5.27)

Given T1 > T0, as in the proof of Proposition 5.1, we partition the interval [T0, T1] into N

intervals Ij = [aj , bj ], a0 = T0 and bN = T1 such that
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||V1||
L

5
4 (Ij ;L

5
2 (R3))

< δ, with δ as in (5.22).(5.28)

Strichartz estimate (2.8) gives that for t ∈ [a0, a1], and K0 as in (5.27),

||Z||L5([a0,t];L10(R3)) + E0(Z, ∂tZ)(t) ≤ 2C10||R||L1([a0,a1];L2(R3)) + 2C10K0ε
5+

2C10




4∑

j=1

||Vj ||
L

5
5−j ([a0,t];L

10
5−j (R3))

||Z||j
L5(([a0,t];L10(R3))

+ C||Z||5L5([a0,T ];L10(R3))


 .

(5.29)

As above, we use (5.28) and (5.22) to absorb the term 2C10||V1||
L

5
4 ([a0,t];L

5
2 (R3))

||Z||L5(([a0,t];L10(R3))

onto the left hand side, and we conclude that

|Z||L5([a0,t];L10(R3)) +E0(Z, ∂tZ)(t) ≤ 2C10||R||L1([a0,a1];L2(R3)) + 2C10K0ε
5+

2C10




4∑

j=2

||Vj ||
L

5
5−j ([a0,t];L

10
5−j (R3))

||Z||j
L5(([a0,t];L10(R3))

+ C||Z||5L5([a0,T ];L10(R3))


 .

(5.30)

Another application of (5.17) and Lemma 5.6 shows that there exists ε0 and C > 0 such that for
εj < ε0,

||Z||L5([a0,t];L10(R3)) ≤ C|~ε|5, t ∈ [a0, a1],

and substituting this in (5.29) gives

E0(Z, ∂tZ)(t) ≤ K1|~ε|
5, provided t ≤ a1, |~ε| < ε0

We repeat the same argument for the interval [a1, a2] and subsequent intervals. The key point
here is that with δ such that 2C10δ <

1
2 , one can absorb the term

2C10||V1||
L

5
4 ([aj ,t];L

5
2 (R3))

||Z||L5([aj ,t];L10(R3))

onto the left hand side and arrive at an estimate just like (5.29) for the interval [aj , aj+1]. The
choice of δ remains fixed. We conclude that there exists ε0 = ε0(N), and C = C(N) > 0 such that

||Z||L5([aj ,t];L10(R3) + E0(Z, ∂tZ)(t) ≤ C|~ε|5, provided aj ≤ t ≤ aj+1 and |~ε| < ε0.

Grouping these terms together we find that there exists ε0 = ε0(N) > 0 and C = C(N) such that

||Z||L5([T0,T ];L10(R3) ≤ C|~ε|5 and E0(Z, ∂tZ)(T ) ≤ K|~ε|5,

provided T0 ≤ t ≤ T1 and |~ε| < ε0.
(5.31)

This process seems to fail, as the constants depend on N, and we cannot let T1 ր ∞, but the
point is that we can pick T1 such that

||V1||
L

5
4 ([T1,∞)];L

5
2 (R3))

< δ.(5.32)

Then Strichartz estimate (2.8) shows that, for K as in (5.31),

||Z||L5([T1,T ];L10(R3) + E0(Z, ∂tZ)(T ) ≤ 2C10(||R||L1([T1,T ];L2(R3)) +K|~ε|5)+

2C10




4∑

j=1

||Vj ||
L

5
5−j ([T1,T ];L

10
5−j (R3))

||Z||j
L5([T1,T ];L10(R3))

+ C||Z||5L5([T1,T ];L10(R3))


 .

(5.33)
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Because 2C10δ <
1
2 and (5.32) holds, we can absorb the term ||V1||

L
5
4 ([T1,T ];L

5
2 (R3))

||Z||L5([T1,T ];L10(R3))

onto the left hand side and conclude that

||Z||L5([T1,T ];L10(R3)) ≤ 2C10(||R||L1([T1,T ];L2(R3)) +K|~ε|5)+

4C10




4∑

j=2

||Vj ||
L

5
5−j ([T1,T ];L

10
5−j (R3))

||Z||j
L5([T1,T ];L10(R3))

+ C||Z||5L5([T1,T ];L10(R3))


 .

(5.34)

Again we apply (5.17) and Lemma 5.6 to conlcude that that there exist C > 0 and ε0 > 0 such
that for ε < ε0

||Z||L5([T1,T ];L10(R3) ≤ C|~ε|5, provided T1 ≤ T and |~ε| < ε0.(5.35)

Substituting this into (5.33) and using (5.17) we conclude that

E0(Z, ∂tZ)(T ) ≤ K|~ε|5, provided T1 ≤ T and |~ε| < ε0.(5.36)

Combining (5.26), (5.31), (5.35) and (5.36) we deduce that there exists ε0 > 0 such that

||Z||L5((−∞,T ];L10(R3) ≤ C|~ε|5 and E0(Z, ∂tZ)(T ) ≤ K|~ε|5, for all T ∈ R, provided |~ε| < ε0.

(5.37)

This proves the first estimate in (4.12), so it remains to prove the second estimate in (4.12).
But once we have (5.37) we use (5.18) to show that

||�Z||L1((−∞,T ];L2(R3) ≤ ||Λ(Z)||L1((−∞,T ];L2(R3) + ||R||L1((−∞,T ];L2(R3) ≤

4∑

j=1

||Vj ||
L

5
5−j ((−∞,T ];L

10
5−j (R3))

||Z||j
L5((−∞,T ];L10(R3))

+

C||Z||5L5((−∞,T ];L10(R3)) + ||R||L1((−∞,T ];L2(R3) ≤ C|~ε|5.

This proves the second estimate in (4.12) and it concludes the proof of Proposition 5.2. �

6. Radiation Fields of Conormal Spherical Waves

As discussed in Section 3 pick Υ0 ∈ C∞
0 (R× S

2) to be radial, or independent of ω, and we pick
Υj, j = 1, 2, 3, 4 of the form

Υj(s, ω) = ∂s
[
(s− sj − 〈ω, zj〉)

m
+χ(s− sj − 〈ω, zj〉)

]
, j = 1, 2, 3, 4, m > 0,

χ ∈ C∞
0 (R) supported in [−1, 1],

(6.1)

which correspond to the backward radiation field of four spherical waves. Indeed, notice that

ζ−j (t, z) = |z − zj|
−1(t− sj + |z − zj |)

m
+χ(t− sj + |z − zj |),

for j = 1, 2, 3, 4, satisfy �ζ−j = 0. Also notice that if z = rω,

|z − zj | =
(
r2 − 2r〈ω, zj〉+ |zj |

2
) 1

2 = r +O(1),

t− sj + |z − zj | = t− sj +
(
r2 + |zj |

2 − 2r〈ω, zj〉
) 1

2 = t− sj + r

(
1−

2

r
〈ω, zj〉+

|zj |
2

r2

) 1

2

=

t− sj + r − 〈ω, zj〉+O(r−1),
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and therefore, for j = 1, 2, 3,

N−ζ
−
j (s, ω) = lim

r→∞
r∂sζj(s − r, rω) = ∂s

(
(s− sj − 〈ω, zj〉)

m
+χ(s− sj − 〈ω, zj〉)

)
= Υj(s, ω).

(6.2)

But we need to analyze the singularities of the solutions wj(y) to (4.5) with backward radiation
field given by Υj. Recall that from the discussion in Section 3, with a suitable choice of Υ0,

u0(t, x) ∈ C
∞(R× R

3), where u0(t, x) is the solution of (3.6).
Given u0, we want to show that the solution to (4.5), has a singularity expansion of the form

w−
j (t, z) ∼

∞∑

k=0

β−k (z)χ(t− sj + |z − zj |)|z − zj |
−1 (t− sj + |z − zj |)

m+k
− , β−0 (z) = 1, for t < sj ,

w+
j (t, z) ∼

∞∑

k=0

β+k (z)χ(t+ sj − |z − zj |)|z − zj |
−1 (t− sj + |z − zj |)

m+k
+ , β+0 (z) = 1, for t > sj .

(6.3)

In terms of singularities, this corresponds to a spherical wave coming from t = −∞, which collapses
to a point at {t = sj} and re-emerges as a spherical wave for t > 0. Friedlander [17] named this a
hourglass wave.

Since we are only concerned with the singularities on the spherical wave, we treat the cut off χ
as being equal to one.

Away from z = zj, we can write

f ′(u0) ∼
∞∑

k=0

γ−k (z) (t− sj + |z − zj |)
k , t < sj ,

f ′(u0) ∼
∞∑

k=0

γ+k (z) (t− sj − |z − zj |)
k , t > sj .

(6.4)

We substitute this expansion into the wave equation (4.5) and also use the facts that

�

(
|z − zj |

−1 (t− sj + |z − zj|)
k
±

)
= 0, for any k ∈ N,

and that β−0 = 1. To simplify the notation, we denote

ϑkj− = |z − zj |
−1 (t− sj + |z − zj |)

k
− .

(� + f ′(u0))w
−
j ∼ �

∞∑

k=0

β−k ϑm+k
j− +

∞∑

l+k=0

γ−l β
−
k ϑ

m+k+l
j− =

−

∞∑

k=1

(
∆β−k − 2

z − zj

|z − zj |2
· ∇zβ

−
k

)
ϑm+k
j− −

∞∑

k=1

2(m+ k)

(
z − zj

|z − zj |
· ∇zβ

−
k

)
ϑm+k−1
j− +

∞∑

l+k=0

γlβ
−
k ϑm+k+l

j− ,
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Next we introduce polar coordinates with vertex at zj , and use rj to denote the distance to zj ,

and θ =
z−zj
|z−zj |

, so
z−zj
|z−zj |

· ∇z = ∂rj , and we obtain

(� + f ′(u0))w
−
j ∼ (γ−0 − 2(m+ 1)∂rjβ

−
1 )ϑ

m
j−+

∞∑

k=1


2(m+ k + 1)∂rjβ

−
k+1 + (∆−

2

rj
∂rj)β

−
k +

∑

l+µ=k

γ−l β
−
µ


ϑm+k

j− .

This gives a series of transport equations for the coefficients β−k :

γ−0 − 2(m+ 1)∂rjβ
−
1 = 0, lim

rj→∞
β1(rj , θ) = 0,

2(m+ k + 1)∂rjβ
−
k+1 + (∆−

2

rj
∂rj )β

−
k +

∑

l+µ=k

γ−l β
−
µ = 0, lim

r→∞
βk+1(rj , θ) = 0, k ≥ 1.

(6.5)

For t > sj one has the expansion

w+
j (t, z) ∼

∞∑

k=0

β+k (rω)χ(t− sj − |z − zj |)|z − zj |
−1 (t− sj − |z − zj |)

m+k
− , β+0 = 1.(6.6)

The coefficients of the expansion β+k (z) satisfy a similar set of transport equations:

β+0 γ
+
0 − 2(m+ 1)∂rjβ

+
1 = 0, β+1 (zj) = β−1 (zj),

2(m+ k + 1)∂rjβ
+
k+1 + (∆−

2

rj
∂rj )β

+
k +

∑

l+µ=k

γ+l β
+
µ = 0, β+k+1(zj) = β−k+1(zj),

(6.7)

Here γ+k correspond to the analogue coefficients of the expansion (6.4). The scattering operator
for the operator �+ f ′(u0), A satisfies, for any N ∈ N,

A(Υj)(s, ω) − lim
r→∞

N∑

k=0

β+k (z)∂s

(
(s− sj + 〈zj , ω〉)

m+k
+ χ(s− sj + 〈zj , ω〉

)
∈ CN (R× S

2),(6.8)

7. Propagation of Singularities for Radiation Fields

We will need a general result about propagation of singularities for radiation fields and we recall
a result which is essentially contained in the the work of Sá Barreto and Wunsch [39]:

Proposition 7.1. Let Λ ⊂ T ∗
R
4 \ 0 be a C∞ conic Lagrangian submanifold which is contained

in {p = σ2(�) = 0}. Let (t, z), z = (x1, x2, x3) ∈ R
3, be coordinates in R

4. Let r = |z| and

ω ∈ S
2, ω = z

|z| . Let x = 1
r
, s = t − 1

x
where r = |z|, z = rω. Let Λ̃ denote the image of Λ under

this coordinate change. Then Λ̃ intersects {x = 0} transversally and Λ̃ extends as a C∞ conic

Lagrangian submanifold of T ∗U \ 0, where U = (−ε, ε)x × Rs × S
2
ω. Moreover, Λ̃ ∩ {x = 0} = Λ∞

is a C∞ conic Lagrangian submanifold of T ∗(Rs × S
2
ω) \ 0.

If locally in T ∗U \ 0 and near {x = 0}, Λ̃ = N∗Σ̃, where Σ̃ ⊂ U, is a C∞ hypersurface, then Σ̃

intersects {x = 0} transversally at Σ∞ = Σ̃ ∩ {x = 0}, and Λ∞ = N∗Σ∞. We shall call Σ∞ and
Λ∞ respectively the forward radiation patterns of Σ and Λ.

If u ∈ Im(U, Λ̃) is a Lagrangian distribution, then u|x=0 ∈ Im+ 1

4 (R× S
2, Λ̃∞) and its symbol is

equal to σ(u)|Λ̃∞
. If u is elliptic, so is u|{x=0}.
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Proof. Written in the variables (s, r, ω), s = t− r, as r → ∞, the operator P = r�r−1 becomes

P = ∂r(2∂s − ∂r)−
1

r2
∆ω,

where ∆ω is the Laplacian on S
2. If one sets x = r−1, then

−x−2P = P = ∂x(2∂s + x2∂x) + ∆ω.

This is a compactification of Rn \ 0, which has a natural extension to a neighborhood of {x = 0}.
The Hamilton vector field of ̺ = σ2(P) = 2µξ + x2ξ2 + h(ω,κ), where ξ is the dual variable to

x, µ is the dual to s, and κ is the dual to ω, is given by

H̺ = 2(µ+ x2ξ)∂x + 2ξ∂s +Hh.

But on the characteristic variety of �, and away from the zero section of T ∗
R
4, τ2 6= 0. But τ = µ,

and so we conclude that near x = 0, and on {̺ = 0}, H̺ is transversal to {x = 0}. So, as observed

by Sá Barreto and Wunsch [39], since Λ̃ ⊂ {̺ = 0}, H̺ is tangent to Λ̃, and so the Lagrangian

submanifold Λ̃ extends across {x = 0} as the union of integral curves of H̺ which start on Λ̃ in

x < 0. Λ̃ is a C∞ Lagrangian submanifold of T ∗U.

Suppose that Λ̃ = N∗Σ̃, then the projection Π : Λ̃ 7−→ U is a diffeomorphism. But then, since

H̺ is transversal to {x = 0} and tangent to Λ̃, for a point p ∈ Λ̃ ∩ {x = 0}, the tangent space

TpΛ̃ = TpΛ∞ ⊕H̺(p). Therefore, the projection Π∞ : Λ∞ 7−→ {x = 0} is a diffeomorphism.

Suppose that u ∈ Im(R4, Λ̃), is a Lagrangian distribution, then near p ∈ {x = 0}, u is given by
an oscillatory integral

u(x, s, ω) =

∫

RN

eiφ(x,s,ω,θ)a(x, s, ω, θ)dθ, a ∈ Sm+1−N
2 (U × R

N
θ ),

where φ(x, s, ω, θ) parametrizes Λ̃ in the sense that

∂θφ = 0, ∂xφ = ξ, ∂sφ = µ, ∂ωφ = κ.

Then of course, φ(0, s, ω, θ) parametrizes Λ∞ and

u(0, s, ω) =

∫

RN

eiφ(0,s,ω,θ)a(0, s, ω, θ)dθ, a ∈ Sm+1−N
2 (U ×R

N
θ ).

Since the dimension drops by one, the order of the Lagrangian distribution goes up by 1
4 . If u is

elliptic, so is u|{x=0}. �

8. Singularities Produced by the Interaction of Three Waves

In this section we consider the case where Υ4 = 0 and Υj , j = 1, 2, 3 are given by (6.1). In
particular we are interested in analyzing the singularities of w1,1,1,0. Since Υ4 = 0, it follows that
w4 = 0

According to the discussion above, the solutions wα, with |α| = 1 to (4.5), are conormal to the
half light cones

Σ−
j = {t− sj + |z − zj | = 0}, j = 1, 2, 3, if t < sj,

Σ+
j = {t− sj − |z − zj | = 0}, j = 1, 2, 3, if t > sj,

Here, according to (4.4), we identify w1,0,0,0 = w1, w0,1,0,0 = w2, w0,0,1,0 = w3.
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We know the functions wα, |α| = 2, satisfy

(
�+ f ′(u0)

)
wα = f ′′(u0)

∑

|β1|=|β2|=1

wβ1
wβ2

,

N−(wα) = 0,

We know from a result of Bony [9] that for t < sj w1,1,0,0 is conormal to Σ−
1 ∪ Σ−

2 , and for
t > sj w1,1,0,0 is conormal to Σ+

1 ∪Σ+
2 , and similarly w1,0,1,0 is conormal to Σ∓

1 ∪Σ∓
3 and w0,1,1,0 is

conormal to Σ∓
2 ∪ Σ∓

3 , depending of whether if t < sj or t > sj. Hence, based on Proposition 7.1,

the singularities of Ξα = N+(wα), |α| = 2 are contained in Σ+
j∞, j = 1, 2, 3, where

Σ+
j,∞ = {s− sj + 〈ω, zj〉 = 0}, j = 1, 2, 3,(8.1)

Our goal is to hunt for singularities of Ξ1,1,1,0 = N+(w1,1,1,0) which are not cointained in Σ+
j∞,

j = 1, 2, 3. These singularities will be generated by the nonlinearity, and will give information
about f (3)(u0).

According to (4.7),

(� + f ′(u0))w1,1,1,0 = −f ′′(u0)(w1,0,0,0w0,1,1,0 + w0,1,0,0w1,0,1,0 + w0,0,1,0w1,1,0,0)−

1

3!
f (3)(u0)w1,0,0,0w0,1,0,0w0,0,1,0,

N−w1,1,1 = 0.

(8.2)

The distributions wβ , |β| = 1 are conormal to Σ±
β , according to the identification (4.4) also

used above. The distributions wβ1+β2
, |β1| = |β2| = 1, are conormal to Σ±

β1
∪ Σ±

β2
. The products

w1,0,0,0w0,1,1,0, w0,1,0,0w1,0,1,0 and w0,0,1,0w1,1,0,0 are conormal to Σ1 ∪ Σ2 ∪ Σ3. The same is true
for the triple product w1,0,0,0w0,1,0,0w0,0,1,0. According to a theorem of Melrose and Ritter [29] and
Bony [10, 11], w1,1,1,0 is conormal to Σ1 ∪ Σ2 ∪ Σ3 ∪ Q− ∪ Q+, where Q± are the hypersurfaces
emanating from Γ− = Σ−

1 ∩ Σ−
2 ∩ Σ−

3 and Γ+ = Σ+
1 ∩Σ+

2 ∩ Σ+
3 respectively. Here

ΛQ± =
⋃

µ>0

exp
(
µHp

(
(N∗Γ± \ 0) ∩ {p = 0}

))
, and Q± = Π(ΛQ±).(8.3)

According to Proposition 7.1, we define

ΛQ±,∞ = Λ̃Q± ∩ {x = 0}.(8.4)

We will show that the singularities of Ξ1,1,1,0 = N+(w1,1,1,0) are contained in



3⋃

j=1

N∗Σj,∞ \ 0


 ∪

(
ΛQ−,∞ ∪ ΛQ+,∞

)
.

We will compute the principal symbol of w1,1,1,0 on ΛQ−,∞ away from ∪3
j=1N

∗Σj,∞.

The key point is to show that even though the radiation fields of the terms

E+

(
f ′′(u0)(w1,0,0,0w0,1,1,0 + w0,1,0,0w1,0,1,0 + w0,0,1,0w1,1,0,0)

)

and E+

(
f (3)(u0)w1,0,0,0w0,1,0,0w0,0,1,0)

)
,

will be singular at
⋃

± ΛQ±,∞ \ 0, the singularities of the latter term are stronger.
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We already know that for Υj, j = 1, 2, 3, given by (6.1), the solution wj to (4.5) has an
asymptotic expansion given by (6.3). So we find that for t < sj, wj is a conormal distribution to
Σ−
j = {t− sj + |z − zj | = 0}, and if we denote

yj = t− sj + |z − zj |, j = 1, 2, 3, away from z = zj, and so Σj = {yj = 0}.

Since w1,0,0,0 = Z1(y)y
m
1++ smoother terms, w0,1,0,0 = Z2(y)y

m
2++ smoother terms, w0,0,3,0 =

Z3(y)y
m
3++ smoother terms, where Zj(y) = |z − zj|

−1 written with respect to y. It follows that

w1,0,0,0 ∈ I−m− 3

2 (R4,Σ−
1 ), w0,1,0,0 ∈ I−m− 3

2 (R4,Σ−
2 ), and w0,0,1,0 ∈ I−m− 3

2 (R4,Σ−
3 ).(8.5)

One way to analyze the singularities of w1,1,1,0 is to use the calculus of paired Lagrangian
distributions established by Greenleaf and Uhlmann [21]. This is the approach used in the work
of Kurylev, Lassas and Uhlmann [24] and Lassas, Uhlmann and Wang [25]. In fact we can just
quote Proposition 3.7 of [25].

Proposition 8.1. (Lassas, Uhlmann and Wang [25]) Let Γ± = Σ±
1 ∩ Σ±

2 ∩ Σ±
3 , and let ΛQ±

be

defined in (8.3). If f (3)(u0) does not vanish on a segment I± ⊂ Γ±, then away from N∗Σ±
j and

N∗(Γ±), w1,1,1,0 ∈ I−3m−4(R4,ΛQ±) on the portion of ΛQ± emanating from I±. In the case of Γ−,

according to (8.5), the principal part of w1,1,1,0 on the subset of Q− emanating from I− is given by
1
3!E+

(
(Zf (3)(u0)|I±)y

m
1+y

m
2+y

m
3+

)
, where Z = Z1Z2Z3.

Using this result, one can compute the singularities of N+(w1,1,1,0) :

Proposition 8.2. Let Υj, j = 1, 2, 3 be given by (6.1). Let Σj,∞, given by (8.1), denote the
forward radiation patterns of Σ+

j . Let Γ± = Σ±
1 ∩ Σ±

2 ∩ Σ±
3 , and let Λ

Q
±
∞

be defined in (8.4). Let

w1,1,1,0 be the corresponding solution to (8.2). Then, for suitably chosen zj , and sj, j = 1, 2, 3, and
away from Σ±

j,∞,

Ξ1,1,1,0 = N+(w1,1,1,0) ∈ I−3m− 15

4 (R× S
2; ΛQ−,∞) + I−3m− 15

4 (R × S
2; ΛQ+,∞).

Moreover, the principal symbol of Ξ1,1,1,0 at a point (s, ω, µ,κ) ∈ ΛQ−,∞ away from Σ±
j,∞, j =

1, 2, 3, on determines f (3)(u0(q)), where (q, τ, ξ) ∈ N∗Γ− \ 0 and (s, ω, µ,κ) ∈ ΛQ−,∞ \ 0 are
connected by a unique bicharacteristic for H̺. Moreover, by varying zj and sj, one determines

f (3)(u0(q)) for all q ∈ R
4.

Proof. We are interested in the singularities of w1,1,1,0 emanating from Γ−. As above, let yj =
t−sj + |z−zj |, j = 1, 2, 3, then Γ− = {y1 = y2 = y3 = 0}, which corresponds to the intersection of
the three waves. If ΛQ− denote the Lagrangian submanifold of T ∗

R
4 \ 0, obtained by the flow-out

of the submanifold

Λ−
0 = (N∗Γ− \ 0) ∩ {p = 0}, where p is the principal symbol of �,

under Hp, the Hamilton vector field of p. Therefore, the principal part of the singularity of w1,1,1,0

on ΛQ− and away from the incoming surfaces and Γ− is given by

E+

[(
Zf (3)(u0)

)
|Γ y

m
1+y

m
2+y

m
3+

]
.
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It’s symbol σ(w1,1,1,0) satisfies,

Hpσ(w1,1,1,0) = 0,

σ(w1,1,1,0)(q, η) =
1

3!
Z(q)f (3)(u0(q)) ς(q, η) for (q, η) ∈ (N∗Γ− \ 0) ∩ {p = 0},

ς(q, η) ∈ S−3m−3 is elliptic

where, as above p = σ2(�). This means the symbol is constant along the bicharacteristics of Hp.

This means we can read 1
3!f

(3)(u0(q)) from the singularities of N+(w1,1,1,0). Notice that one can

also determine if f (3)(u0(q)) = 0 because there will be no singularities of top order.
One can do this computation quite explicitly for a particular, yet general enough example. We

pick s1 = s2 = s3 = 0, and

z1 = (0, 0, 0, 0), z2 = (2a, 0, 0, 0) and z3 = (0, 2b, 0, 0),(8.6)

Then, the light cones with vertices on these points satisfy

x21 + x22 + x23 = t2,

(x1 − 2a)2 + x22 + x23 = t2,

x21 + (x2 − 2b)2 + x23 = t2,

and they will intersect transversally at the hyperbolas

Γ− = {(a, b, x3, t), t = −(x23 + a2 + b2)
1

2},

Γ+ = {(a, b, x3, t), t = (x23 + a2 + b2)
1

2 }.

For t < 0, the conormal bundle to Γ− is given by

N∗Γ− = {x1 = a, x2 = b, t = −(x23 + a2 + b2)
1

2 , x3τ + tξ3 = 0}.

The Lagrangian submanifold ΛQ− obtained by the flow-out of (N∗Γ− \ 0) ∩ {p = 0}, is given by

ξ1 = ξ10, ξ2 = ξ20, ξ3 = ξ30, τ = τ0, x30τ0 + t0ξ30 = 0,

t0 = −(x230 + a2 + b2)
1

2 , and τ0 = |ξ0|,

x1 = a− 2ξ10ν, x2 = b− 2ξ20ν, x3 = x30 − 2ξ30ν, t = t0 + 2τ0ν, ν ∈ R.

The projection of ΛQ− to R
4 is denoted by Q− and it is given by

Q− = {z = (t, z) : |z − (a, b, x30)|
2 = (t− t0)

2, x30t = x3t0, t0 = −(x230 + a2 + b2)
1

2 }.(8.7)

If one writes z = rω, r = |z|, and sets t = s+ r, then

(r, s, ω) ∈ Q− if and only if s2 − 2st0 + 2r (s+ 〈ω, (a, b, x30)〉 − t0) = 0,

x30(r + s) = t0rω3, and t0 = −(x230 + a2 + b2)
1

2 .
(8.8)

If we divide the equation of Q− by r and for fixed s, let r → ∞, one obtains:

Q−
∞ = {(s, ω) : s+ 〈ω, (a, b, x30)〉 = t0, ω3 =

x30

t0
, t0 = −(x230 + a2 + b2)

1

2 }.(8.9)
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Given the choices of zj , j = 1, 2, 3, we have

Σ+
1,∞ = {s = 0},

Σ+
2,∞ = {s − 〈ω, (a, 0, 0)〉 = 0},

Σ+
3,∞ = {s− 〈ω, (0, b, 0)〉 = 0}.

This shows that, there are many points on Q−
∞ which are not on Σ+

j,∞. So by computing the

principal symbol of w1,1,1,0 along the null bicharacteristics for p starting over a point (a, b, x30, t0) ∈

Γ−, which do not lie on N∗Σj \ 0, j = 1, 2, 3, σ(w1,1,1,0) determines
(
f (3)(u0)

)
(a, b, x03, t0), with

t0 = −(x203+a
2+ b2)

1

2 . By varying s1 = s2 = s3 = s∗, one then determines
(
f (3)(u0)

)
(a, b, x03, t0),

with t0 − s∗ = −(x203 + a2 + b2)
1

2 . By varying a, b and s∗ one determines f (3)(u0)(z, t) for all
(z, t) ∈ R

4. �

9. Singularities Produced by the Interaction of Four Waves

In this section we consider the case where Υj, j = 1, 2, 3, 4, are given by (6.1) and we are
interested in analyzing the singularities of w1,1,1,1. In this case we have to consider a system of
equations. The terms wβ, with |β| = 1 :

β = (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1),

satisfy the linear equation (4.5), the terms wβ, of order two,

β = (1, 1, 0, 0), (1, 0, 1, 0), (1, 0, 0, 1), (0, 1, 1, 0), (0, 1, 0, 1), (0, 0, 1, 1),

satisfy (4.6). The terms of order three, wβ,

β = (1, 1, 1, 0), (1, 1, 0, 1), (1, 0, 1, 1), (0, 1, 1, 1),

satisfy (4.7). To express the equation (4.8) for the term w1,1,1,1, we split the terms α = (1, 1, 1, 1)
into

α = β1 + β2, |β1| = 2, |β2| = 2,

α = β1 + β2, |β1| = 1, |β2| = 3,

α = β1 + β2 + β3, |βj | = 1, j = 1, 2, |β3| = 2,

and α = (1, 0, 0, 0) + (0, 1, 0, 0) + (0, 0, 1, 0) + (0, 0, 0, 1),

and write

�w1,1,1,1 = −f ′(u0)wα −
1

2!
f (2)(u0)

∑

|β1|=1,|β2|=3

wβ1
wβ2

−
1

2!
f (2)(u0)

∑

|β1|=2,|β2|=2

wβ1
wβ2

+

1

3!
f (3)(u0)

∑

|β1|=1,|β2|=1,|β3|=2

wβ1
wβ2

wβ3
+

1

4!
f (4)(u0)w1,0,0,0w0,1,0,0w0,0,1,0w0,0,0,1,

N−w1,1,1,1 = 0.

(9.1)

We will compute the principal symbol of w1,1,1,1 on the light cone emanating from γ− = ∩4
j=1Σ

−
j .

Here we have the interaction of four waves and we need to describe the singularities coming from
each term of (9.1). Just like the triple interaction case discussed above, this analysis was done by
Lassas, Uhlmann and Wang in Proposition 3.11 of [25].
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Proposition 9.1. ( Lassas, Uhlmann and Wang [25]) Let γ± = Σ±
1 ∩Σ±

2 ∩Σ±
3 ∩Σ±

4 , and let Λ± ⊂
T ∗

R
4\0 denote the Lagrangian submanifold obtained by the flow-out of (T ∗

γ±
R
4\0)∩{p = 0} by Hp.

If f (4)(u0(γ±)) 6= 0, then away from N∗Σ±
j and T ∗γ±R

4, w1,1,1,1 ∈ I−4m− 9

2 (R4,Q±) and principal

symbol of w1,1,1,1 is given by 1
4!E+

(
W(f (4)(u0(γ±))y

m
1+y

m
2+y

m
3+y

m
4+

)
, where W = Z1Z2Z3Z4.

The key point here is that there finitely many interactions, and Ξ1,1,1,1 is conormal to a finite set
of surfaces and we are interested in the singularity of Ξ1,1,1,1 = N+(w1,1,1,1) on the radiation pattern
of the light cone over the quadruple interaction ∩4

j=1Σ
−
j , which are not on the other surfaces.

The following is the main result of this section:

Proposition 9.2. Let γ− = ∩4
j=1Σ

−
j and let Λ− ⊂ T ∗

R
4 \ 0 denote the Lagrangian submanifold

obtained by the flow-out of (T ∗
γ−

R
4\0)∩{p = 0} by Hp and let Λ−,∞ denote its radiation pattern. Let

Λ
Q
jkl
±

,∞
be the forward radiation pattern of Λ

Q
jkl
±

, which are Lagrangians submanifolds emanating

from the triple interactions Σj ∩Σk∩Σl, and let N∗Σj∞, j = 1, 2, 3, 4, be as defined in Proposition

7.1. Then, away from Λ
Q
jkl
±

,∞
and from N∗Σj∞, j = 1, 2, 3, 4, N+(w1,1,1,1) = I−4m− 17

4 (R ×

S
2,Λ−∞). In this case, if γ− = (t0, z

∗), the principal symbol of w1,1,1,1 at a point of Λ−∞ which is

not on any other Lagrangians, determines f (4)(u0(γ−)).

We can apply this to the four spherical waves given by s1 = s2 = s3 = s0 = 0, z1, z2, z3 given
by (8.6) and z4 = (0, 0, 2c, 0). The four waves will intersect at

γ− = {x1 = a, x2 = b, x3 = c, t = t0+ = −(a2 + b2 + c2)
1

2 } and

γ+ = {x1 = a, x2 = b, x3 = c, t = t0− = −(a2 + b2 + c2)
1

2}.

The forward cones Q± are given by

Q± = {t− t0± = |z − γ±|}.

Their radiation patterns are given by

Q±,∞ = {s − t0± − 〈ω, γ±〉 = 0}.

By following the argument used in the case of the interaction of three waves, this determines
f (4)(u0(a, b, c, t0−)). Again by varying s∗ = s1 = s2 = s3 = s4, this determines

f (4)(u0(a, b, c, s
∗ + t0−)),

and hence f (4)(u0(p)) for all p ∈ R
4.

10. Acknowledgements
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A, Sá Barreto is grateful to the Simons Foundation for their support under grant #349507,
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